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PREFACE

Credit supplied by the banking sector is the most
important funding source for firms and households
in Latin America and the Caribbean. Unfortunate-
ly, credit is scarce, expensive, and volatile. Without
deep and stable credit markets, it will be very dif-
ficult for the region to achieve high and sustainable
growth rates and combat poverty.

The past few decades have been a period of con-
tinuous transformation in the Latin American bank-
ing sector. During the 1970s, much of the financial
system was repressed, and the government had a
prominent role in financial activity. After a brief pe-
riod of financial liberalization and some privatiza-
tion, in the 1980s most financial systems faced deep
crises that forced governments to intervene and in-
crease public ownership. By the late 1980s, great
concern about bank regulation and supervision had
spread worldwide, with an importantimpact in Latin
America. A new wave of financial sector reform and
privatization materialized once again, this time in a
context of stronger prudential regulation and super-
vision. By the mid-1990s, bank credit was growing
at historically remarkable rates, following a surge in
capital inflows. Nonetheless, crises hit again in many
countries during the second half of the decade. By
the beginning of the new century, banks remained
weak and credit stagnated. What went wrong? If
deep and stable bank lending was a priority, what
piece of the puzzle was still missing?

The stability of credit markets as well as their
size and accessibility have long been a concern of
the Inter-American Development Bank and its Re-
search Department. Throughout the mid and late
1990s, the Bank was a leading voice in the analy-
sis and understanding of banking crises. Views on
this issue have changed and much has been learned.
Both Bank research and operational experience have
led us to rethink how to integrate into the global
financial market, how to design appropriate pruden-
tial rules that deal with vulnerabilities that are spe-

cific to the region, and how to cope with external
shocks such as sudden stops in international capi-
tal flows, which were not incorporated previously
in the analysis of banking crises. The 2005 edition
of Economic and Social Progress in Latin America sum-
marizes many of those lessons, providing different
points of view that, hopefully, will be useful for bank
regulators and supervisors.

While coping with domestic and international
macroeconomic volatility is one of the main tasks
to achieve deep and stable lending, there are many
other institutional factors that are crucial as well.
One is the design of an adequate financial safety net
defining clear tasks for the central bank, the deposit
insurance agent, the market, and the banking sys-
tem’s regulators and supervisors. However, other in-
gredients in the institutional prescription go beyond
financial institutions. The effective protection of
property rights (particularly creditor rights in bank-
ruptcy procedures) is a key area where much stll
needs to be done in Latin America and the Carib-
bean in order to better exploit the benefits of credit
markets.

A topic of great controversy regarding the char-
acteristics of the banking system is its ownership.
Latin America and the Caribbean has switched from
one extreme to the other several times in the past de-
cades, both in practice as well as intellectually. Banks
have switched from private to public hands and vice
versa repeatedly, and, recently, foreign banks have
become the main players. The intellectual debate in
this area has been extremely polarized. An objective
of this Report is to balance extreme views in order
to learn what can be gained from alternative sources
of ownership, and to understand the real trade-offs
involved, refraining from an ideologically driven
debate.

Small and volatile credit markets are harmful
to all. However, certain groups are more vulnerable
to credit restrictions. The Report emphasizes two
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of them—small and medium-size enterprises, and
households that require mortgage credit—that rep-
resent a segment of society that is crucial to attend to
in order to promote economic growth and increase
overall social welfare.

The 2005 Report contributes to the identifi-
cation of Latin America and the Caribbean’s main
challenges in the banking sector, and to the analy-
sis, understanding, and design of prescriptions for

financial sector policies that promote deeper, more
stable, and accessible credit. Far from being the last
word on a topic that generates much discussion, it
gives readers a better understanding of credit mar-
kets in Latin America and the Caribbean and of the
major sources of vulnerability in the region’s bank-
ing systems, and proposes new ideas regarding pol-
icy directions to improve the well-being of Latin
Americans.

Enrique V. Iglesias
President
Inter-American Development Bank
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ONE

Introduction

ANKS play a pivotal role in the determina-

tion of living standards in modern economies.

Banks have the ability to stimulate and col-
lect a society’s savings and allocate them among firms
and sectors that demand capital as an input in their eco-
nomic activities. Through the allocation of resources,
the banking sector can determine and alter the path of
economic progress, particularly in countries that have
not yet developed alternative sources of financing such
as deep capital markets. The role of banks also extends
to credit allocadon. By offering payments system ser-
vices and protecting deposits, banks may become a cor-
nerstone of economic prosperity.

In the context of this Economic and Social Prog-
ress Report on Latn America and the Caribbean, a
bank is understood as an institution whose main opera-
tion consists of receiving deposits from the public and
granting loans. In this process of financial intermedia-
tion, commercial banks finance most of their loans us-
ing deposits and have high leverage levels. The nature
of this operation involves transforming assets in such a
way that several risks are taken simultaneously.! When
granting loans, banks face credit or repayment risk, li-
quidity risk (linked to differences in maturity between
liabilities and assets), interest rate risk, and other mar-
ket risks (for example, risks associated with the fluctua-
tion of relevant prices such as the exchange rate). The
combination of these makes banking activity inherently
fragile, and this fragility is exacerbated by overall macro-
economic imbalances.

The Report analyzes several issues regarding the
size, cost, and stability of bank credit, and relates them
to the underlying risks that characterize banking. The
Report includes thorough analyses of the determinants
of the cost and amount of credit available to societies,
as well as the determinants of the volatility of credit and
the fragility of the banking sector. It stresses policy is-
sues that have been and currently remain at the cen-
ter of the ongoing financial debate throughout Latin
America and the Caribbean.

WHY CARE ABOUT BANK CREDIT?

Most of the tasks carried out by banks are related to
the efficient allocation of resources. This role is crucial
for economic development. Banks are a key player in
the allocation of capital and, hence, in stimulating eco-
nomic development. In fact, bank credit and gross do-
mestic product (GDP) per capita are highly correlated,
as shown in Figure 1.1. Countries with small banking
sectors have lower levels of development. This strong
correlation is a clear sign of the link between financial
and economic development.

From a theoretical point of view, the direction of
causality of this link is not clear. Financial development
may cause economic development by improving the al-
location of savings in the economy, but also economic
development, through the creation of good institutions
and the required infrastructure, may foster growth in
the financial system. Nonetheless, a series of recent
empirical studies, such as the seminal papers by Levine
and Zervos (1998) and Rajan and Zingales (1998), have
shown that higher initial financial development implies
subsequent higher GDP growth, proving that financial
development in fact causes economic growth. Good
banks that provide credit in an inexpensive and stable
fashion are of great relevance for development.

Economic development is related not only to the
development of the banking system, but also to the
development of other financial intermediaries such as
stock markets and nonbank credit providers. Table 1.1
shows bank, nonbank, and stock market development
for a group of countries at different levels of economic
development. Clearly, there are large differences in the
various forms of financial development across countries.
Developed countries have the most developed financial
markets in every dimension and possess capital markets
that can complement and in some cases even substitute
for bank credit. For reasons that lie beyond the scope of

! For example, banks transform short-term liquid deposits into
long-term illiquid loans. They transform several other characteris-
tics of assets as well, taking many risks during the process.




FIGURE 1.1 Banking Depth and Economic Development
in Latin America and the Caribbean, 1990s

Note: Average credit to the private sector over GDP and GDP per capita
during the 1990s. Trend line using natural cubic spline.
Source: IMF and World Bank data.

this Report, strong capital markets have not developed
in Latin American countries, and the main source of ex-
ternal financing for firms in the region is bank credit.
As is evident from Table 1.1, in relative terms,
bank credit is much more relevant in developing coun-
tries than in developed ones. It is perfectly natural for
countries with an underdeveloped banking system to
have an underdeveloped capital market. International
experience suggests that a security-based financial sec-
tor relies on a mature banking sector. That is, there is
a sequential process in the development of banking and
capital markets; the latter develops once the former is
fully established (Rojas-Sudrez and Weisbrod 1994). In
order to work properly, capital markets need banks; and
banks need capital markets to protect against certain
types of risks and to grow as well. Usually, at the end of

every capital markets transaction, there is a bank pro-
viding the necessary liquidity to complete the transac-
tion. Moreover, banks play the role of market makers.
A recent example is the development of public bond
markets.” As expected, given its level of economic de-
velopment, the financial sector in Latin America and
the Caribbean is bank-based, and security markets are
small and illiquid.

In a context of few alternative sources of financ-
ing, the development and stability of the banking sector
is crucial for achieving a stable economic growth path.
When capital markets are shallow, banks carry most of
the responsibility of searching for safe and profitable
investment projects in need of capital, and of supplying
them that capital. Without an efficient means of capital
allocation, profitable projects would not be undertaken,
and economic growth could be hindered.

The stability of the credit supply process is also
crucial for development. Long-term profitable proj-
ects require continuous access to sources of funding.
An interruption in credit supply can lead to a disrup-
tion in investment and economic growth and prosper-
ity. It is not surprising that countries with deeper cred-
it markets exhibit higher rates of economic growth
and lower volatility in response to shocks.? From this
perspective, policies that increase the ability of banks
to supply credit and to manage risks appropriately are
important for exploiting the potential benefits of cred-

? Other examples include the development of services such as in-
surance and leasing. The reason banks are at an advantage in initi-
ating the development of these services is their access to informa-
tion on risks.

3 See, for example, King and Levine (1993), Rajan and Zingales
(1998), and Beck, Levine, and Loayza (2000) for discussions of
how financial development causes economic growth, and Galindo
and Micco (2004b) for a discussion of how more financially devel-
oped countries tend to be more stable after an external shock hits
the economy.



it markets in achieving efficient credit allocation and
fostering economic growth.*

The discussion above stresses the great impor-
tance of banks in providing capital efficiently to finance
investment projects. But there are several other tasks
that banks undertake that also support economic activi-
ty. Banks provide liquidity and access to a payments sys-
tem. In a world without transaction costs, where infor-
mation was available and free to everyone, there would
be no need for money. However, given the existence of
frictions and information limitations, the use of money
is more efficient than pure barter. For example, because
of the size of transactions or the physical distance be-
tween parties in a transaction, the use of nonphysical
forms of money—such as checks, debit cards, and credit
cards—is crucial for the adequate performance of goods
and services markets. Banks provide a clearing system
and a complete network to facilitate most economic
transactions by guaranteeing that the payer at one end
of a transaction will in fact deliver the agreed funds to
the payee at the other end of the transaction in a quasi-
automatic way. The ability to efficiently transfer funds
between agents is essential for a market-based econo-
my. Costly and ineffective transactions can hinder the
behavior of several markets. Hence, protecting the pay-
ments system has become a policy objective in itself.

Providing a safe set of institutions to protect sav-
ings, allocate resources efficiently, and support the ef-
ficient handling of financial transactions is crucial for
development. However, due to problems related to
asymmetric information and full contractibility be-
tween borrowers and lenders, the management of risks
is not straightforward. Creating and maintaining a safe
and sound banking system is a difficult task.

BANK CREDIT IN LATIN AMERICA
AND THE CARIBBEAN: STYLIZED FACTS

Bank credit is scarce in Latin America and the Carib-
bean. During the 1990s, the average level of credit to
the private sector in the region was only 28 percent
of GDP, a rate significantly lower than that of other
groups of developing countries, such as East Asia and
the Pacific (72 percent), and the Middle East and North
Africa (43 percent). The size of the region’s credit mar-
kets, as shown in Table 1.2, is shockingly small when
compared with developed countries (84 percent).

A larger view of the financial sector, including
bank credit as well as capital markets, leads to the same
conclusion. Despite the fact that the current level of
credit to the private sector in Latin America and the
Caribbean compares favorably with the level observed
in the past, other groups of developing countries have
experienced much faster development of their banking
industries. For example, credit to the private sector in
East Asia averaged 15 percent of GDP in the 1960s,
whereas now it exceeds 70 percent of GDP, while Latin
America and the Caribbean has gone from 15 percent
to 28 percent.’

The problem is not only one of small credit mar-
kets. A great source of concern is that apparently in
many countries, the size of the financial sector is even
smaller than what would be consistent with their level

* For a discussion on financial liberalization and efficient credit
allocation, see Galindo, Schiantarelli, and Weiss (2003); for the
impact on financial liberalization and growth, see Galindo, Micco,
and Ordoiiez (2002b).

5 Based on IMF and World Bank data.
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of economic development. Figure 1.1 shows that for
the region as a whole, credit to the private sector is
close to the expected value (the trend line in the fig-
ure), given the level of GDP per capita; however, there
is a great deal of heterogeneity in the region, in par-
ticular between Caribbean countries and the rest of the
region. Except for Bolivia, Chile, and Panama, most of
the continental Latin American countries have a small
banking sector for their level of development (Figure
1.1). Countries such as Argentina, El Salvador, Mexico,
and Venezuela have very underdeveloped banking sec-
tors. In Argentina, the level of credit to the private sec-
tor during the 1990s (20 percent) was 30 percentage
points lower than predicted for its level of development
(50 percent). On the other side of the spectrum, most
Caribbean countries present larger banking sectors
than expected, given their development level. Explain-
ing why financial development is so far behind in most
countries and studying policy recommendations to deal
with this are some of the main tasks of the Report.

The underdevelopment of the financial sector
in general and the small banking sector in particular
imply that one of the major problems faced by busi-
nesses in Latin America is accessing financial markets.
For almost all Latin American countries covered by the
World Business Environment Survey, access to credit
was the most serious concern.® In countries where cred-
it constraints are tighter, firms are unable to grow prop-
erly. IDB (2001) estimates that on average, a large firm,
which in principle should be less credit constrained than
small and medium enterprises, could increase its assets
by nearly 5 to 8 percent for every 10 percent increase
in domestic financial depth. Moreover, as shown in this
Report, small and medium enterprises are more credit
constrained in Latin America than elsewhere.

Underdeveloped banking sectors are related not
only to lower amounts of credit, but also to higher in-
terest rate spreads—the difference between the inter-
est rate charged to borrowers and the rate paid to de-
positors—and therefore higher lending rates and lower
net returns to savings. The spread between these two
returns reflects (i) the efficiency and market power
of the banking sector; (ii) the risk of default on loans;
(iii) liquidity, currency, and other risks; (iv) underlying
regulations; and (v) explicit and implicit bank taxaton.
High lending rates, which result from the cost of funds
for banks and their spread, is another major concern of
businesses in Latin America and the Caribbean.

Figure 1.2 shows the close relationship between
banking depth and interest rate spreads—measured as
net interest income divided by the average of loans and
deposits—in 1995-2002. Countries with small bank-

FIGURE 1.2 Interest Spreads and Banking Depth
in Latin America and the Caribbean,
1995-2002

Note: Interest spread is the mean value for 1995-2002 and credit to the
private sector over GDP is the mean value for the 1990s. Trend line using
natural cubic spline.

Source: IMF and BANKSCOPE data.

ing sectors have high interest spreads. Venezuela has
the third-highest margin in the world (18.3 percent).
Panama, which has a well-developed financial sector,
has a low interest spread (3.8 percent), which is close to
the mean spread observed in developed countries (3.5
percent). In the Latin American and Caribbean region,
Panama and Chile have the lowest spreads. Table 1.3
shows the average interest spread in different regions
of the world. As a whole, Latin America and the Carib-
bean has one of the highest spreads in the world (8.5
percent), just below that of Eastern Europe and Cen-
tral Asia (8.8 percent).” At the other extreme, developed
countries have the lowest spreads (2.9 percent). In Lat-
in America and the Caribbean, credit is not only scarce,
but also costly. Explaining its cost is also a task carried
out throughout the Report.

As mentioned above, one of the most important
determinants of spreads is the efficiency of the bank-
ing industry. Estimating the efficiency of banks, how-
ever, is not an easy task. The simplest way to do this is
to use balance sheet data and compare overhead costs
(expressed as a share of total assets) for banks across

¢ The World Bank conducts the World Business Environment Sur-
vey on firms across the world. Chapter 14 presents details on the
survey.

7 The median country in Latin America and the Caribbean has

a higher spread than the median country in Eastern Europe and
Central Asia.



countries (Mathieson, Schinasi, and others 2001). Fig-
ure 1.3 plots interest rate margins and overhead costs.
The figure shows a strong positive relationship between
overhead costs and spreads, confirming that inefficient
banking sectors have higher spreads. Not surprisingly,
Venezuela has one of the highest overhead costs in the
world (8.8 percent), whereas Panama has a level similar
to that of developed countries (2 percent). The Report
also explores issues explaining these inefficiencies, par-
ticularly those related to the way institutions that gov-
ern banking markets affect bank performance, as well as
those related to the changing nature of the ownership
structure of the Latin American banking industry.

Beyond financial depth and low interest margins,
financial stability is also crucial for growth. Fluctuations
in access to bank credit and uncertainty about the sta-
bility of the banking system are serious constraints for
economic prosperity. Interest rate volatility and abrupt
credit swings increase business uncertainty and there-
fore reduce investment and growth.

Table 1.4 reports the volatility of real credit—
measured as a country’s standard deviation of real cred-
it growth during the 1990s—for regions of the world.
Eastern Europe and Central Asia had the highest cred-
it volatility during the 1990s (21 percent). This is not
surprising considering the drastic economic changes
that formerly communist countries underwent during
this period. Sub-Saharan Africa (18 percent) and Latin
America and the Caribbean (14 percent) are the next two
regions with high credit volatility. Developed countries
have the lowest credit volatility (6 percent). In terms of
financial development, Figure 1.4 shows that countries
with a higher level of credit market development, mea-
sured as bank credit over GDP, have much lower credit

FIGURE 1.3 Interest Spread and Overhead Costs
in Latin America and the Caribbean,
1995-2002

Note: Average values for 1995-2002. Trend line using natural cubic
spline.
Source: BANKSCOPE.

volatility.? Focusing on Latin America, Panama has the
lowest volatility (6 percent), and Venezuela has one of
the highest values in the region (25 percent), similar to
Mexico but lower than that of Brazil (28 percent).

8 This strong correlation remains significant after controlling for
the shocks that countries faced in the 1990s (results not reported
here). These exercises control for either GDP volatility or external
demand shocks (measured as the weighted average of GDP growth
rates of a country’s external trade partmers).
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FIGURE 1.4 Credit Volatility and Financial Development
in Latin America and the Caribbean,
1990-2002

Note: Trend line using natural cubic spline.
Source: IMF data.

Differences in credit volatility are explained by
differences in the size of the shocks that hit countries.
Table 1.4 presents measures of credit volatility after
controlling for differences in GDP volatility and a mea-
sure of external shocks proxied as the growth rate of the
GDP of a country’s trading partners. Not surprising-
ly, after controlling for country-specific shocks credit
volatility increases in developed countries (because in
general their economies suffer small shocks), and de-
creases in Eastern Europe and Central Asia because of
the large shocks that region faced during the transi-
ton from communism. The table also reveals that Sub-

Saharan Africa has the highest intrinsic credit volatility
(17 percent), which is not much greater than that in
Latin America and the Caribbean (15 percent).

The high volatility in the region comes from the
fact that credit growth in Latin America and the Carib-
bean has been marked by very strong boom-bust cycles.
Financial liberalization, the promise of market-friendly
reforms, and large capital inflows at the beginning of
the 1990s spurred credit growth in the region. In 1994,
the Tequila crisis, which came with a number of bank-
ing crises, blunted the rapid growth trend. In 1996, af-
ter banks in many countries were restructured and/or
capitalized, real credit regained its impetus. But again
it came to a drastic stop after the Russian crisis in mid-
1998. Since then, credit has been falling despite an in-
crease in economic activity during the past few years.

Cases of extreme credit volatility are usually the
result of systemic crises in the banking industry. A se-
vere crisis invariably disrupts the real economy through
its effect on the supply of credit and the interruption of
the payments system. Banking crises occur throughout
the world, but they are particularly severe and frequent
in developing countries. Drawing from a comprehen-
sive dataset on banking crises ranging from the 1970s
to 2002, Table 1.5 describes the somber performance in
Latin America and the Caribbean. Compared with oth-
er regions, Latin America displays the highest average
number of crises per country. Moreover, when ranking
regions by the share of countries that have experienced
two or more crises, Latin America comes out first, with
35 percent of its countries having experienced recur-
rent crises. This share is almost three times higher than
in any other region. These results are striking, and



they highlight the need for appropriate crisis avoidance
mechanisms in the Latin American and Caribbean re-
gion. The recurrence of banking crises is particularly
worrisome because they are costly.

Explaining the causes of volatility and ways of
reducing banking fragility are at center stage in the Re-
port. The role of macroeconomic factors, weak institu-
tions, and regulations in explaining bank fragility are
discussed extensively in the upcoming chapters. In brief,
the stylized facts presented above indicate that bank
credit in Latin America and the Caribbean is scarce,
costly, and volatile. The Reportrevisits these three main
issues, addresses why these adverse characteristics have
prevailed, and provides policy recommendations. Deal-
ing with these issues is not trivial. The risk-taking na-
ture of banks and their highly leveraged balance sheets
make them difficult to stabilize and regulate.

WHAT MAKES BANK CREDIT SPECIAL?

Banks take deposits from the public and offer loans to
households and entrepreneurs through credit contracts.
Such contracts are complex and depend on supporting
institutions to avoid problems of asymmetric informa-
tion and lack of full contractibility. Credit contracts
must also deal effectively with diverse risks. Risks con-
cerning borrowers arise from uncertainty about the
projects and the borrowers themselves. In addition, the
behavior of depositors and the combination of borrow-
ers and depositors generate risks. In short, banks face
credit or repayment risk, liquidity risk, interest rate
risk, and other market risks. In order to work and be-
have properly, banks need fine-tuned supporting insti-

tutions that align the incentives of all players and ease
the complexities of risk management. They also need a
stable and safe macroeconomic environment that en-
ables them to carry out their crucial tasks for society.

Loan risk and the associated fragility of banks could
undermine the confidence of depositors and, therefore,
limit the mobilization of national savings. Given that in
most cases the general public is not equipped to assess
the safety of banks and does not have the right incen-
tives to do so, there is a need for an external agent to
verify that banks preserve the interests of individuals.’
This external agent is usually the government itself in
the form of the central bank, banking superintendency,
and other supporting institutions such as deposit insur-
ance agencies.

A collapse in banks can have enormous social con-
sequences by disrupting the supply of credit, breaking
the payments network, and eroding the value of sav-
ings. These facts justify the need for governments to
intervene in the banking business via regulation and
supervision in order to guarantee that bank managers’
decisions are aligned with social welfare. An adequate
institutional and macroeconomic environment that
guarantees the soundness of banking is crucial in order
to exploit as much as possible the multiple advantages
of having a deep and stable source of credit and a stable
payments system.

The process of intermediating funds, that is, tak-
ing deposits and offering loans, goes far beyond match-
ing borrowers with lenders. Financial intermediation in

? The free-rider problem arises because depositors individually will
not monitor their bank because they believe that other depositors
will do it.
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a modern society involves transforming several charac-
teristics of the assets involved in a financial transaction,
managing the risks involved, processing information
using the latest technologies, and monitoring borrow-
ers. All of these functions involve risks that have to be
dealt with carefully. Risk mismanagement can lead to
a meltdown of the banking system and to financial ca-
tastrophes that, as shown in the Report, not only are
very costly, but also are difficult to recover from. The
Report discusses the risks of banking in detail and ad-
dresses several alternatives to deal with them in the
years ahead.

In the process of intermediating funds, banks need
to transform deposits into loans. In many cases this pro-
cess includes transforming the nature of the deposits
that they take and converting them into assets that have
particular characteristics that satisfy the needs of the in-
vestment project of the borrower, which tend to differ
from the saving preferences of the depositor. For exam-
ple, banks transform the denomination, maturity, and
in many cases quality of their liabilides in order to grant
borrowers the instruments that best match their needs.
Some of the risks that banks need to manage are credit
risk, interest rate risk, currency risk, and maturity risk.

Dealing with credit risk, that is, the risk that the
borrower may not pay back the loan, is one of the cru-
cial functions of banks. On the one hand, lenders face
uncertainty because any project has some probability of
failure. The ability to choose among investment proj-
ects is an extremely important role that banks undertake
in the process of allocating capital efficiently. On the
other hand, banks also lack complete information about
their borrowers. Although under some conditions bor-
rowers may not be able to pay back their debts because
projects fail, it may also be the case that borrowers find
it in their interest to default, even when they may have
the resources to repay their debts. Moral hazard—the
possibility that the debtor may not want to pay back
the debt or provide the necessary effort to make the
investment project succeed once the loan has been dis-
bursed—is a common feature in credit contracts. When
making loans, banks are usually uncertain about the de-
gree of effort that an entrepreneur will put in a project,
or even worse, about whether the project will succeed
or fail. Thus, banks incur a risk when granting credit.

In addition, also because of asymmetric informa-
tion, banks have to deal with a problem known as ad-
verse selection. Banks have to cope with uncertainty
about the type of borrowers that they face and must
find ways to screen good from bad borrowers. In gen-
eral, it is difficult for a bank to know with certainty the
quality of the project that it is financing. Partdcular bank

policies, such as interest rates charged on loans, may be
subject to adverse selection problems that attract low-
quality participants. For example, consider the case of a
bank facing two types of projects, one with high volatil-
ity and high return, and another with low voladlity and
low expected return. A high rate on loans may discour-
age low-risk borrowers, leaving banks only with high-
risk projects. This of course would be deleterious for
the quality and stability of the bank. For this reason,
banks may choose to ration credit instead of charging
higher interest rates because they know that those will-
ing to take higher interest rates would be those with
risky projects. There are several procedures that have
been suggested to mitigate this problem, such as the use
of collateral (see Coco 2000). Once again, banks have
a comparative advantage in dealing with these issues,
provided a proper institutional setup is in place.

With respect to the denomination of deposits,
there are several transformations that take place in a
bank when making loans. The simplest transformation
is that of units. Usually deposits come in small sizes
from many small depositors. However, borrowers usu-
ally need large loans. Banks transform many small de-
posits into fewer larger loans by pooling deposits. This
of course implies risks. If one of the depositors wants
to leave the pool, the bank needs to be able to generate
some liquidity to return what the depositor deposited.
Not being able to do so could generate a lack of confi-
dence in the bank, which, if large enough, could induce
a run on deposits and eventually spread to the banking
system. "To protect against these risks, banks must keep
liquid assets and a certain amount of reserves. Regula-
tion plays an important role in guaranteeing that bank
portfolios are sufficiently liquid.

Banks also transform the maturities of their lia-
bilities, which are usually short-term, into longer-term
loans that better suit the needs of investment projects.
Obviously, this also implies taking risks, given that if
depositors wish to withdraw their funds before a loan
contract comes to an end, the bank will face the need to
search for that liquidity elsewhere, or in extreme cases
even force the liquidation of the investment project. If,
for example, a bank is not able to service deposit with-
drawals made by a particular depositor, not because it
is insolvent, but because its loans are long-term, and if
other depositors suspect that the bank may indeed be
insolvent, then a bank run may materialize. The abil-
ity to avoid such events at the individual bank level, as
well as the skill to prevent isolated runs from becoming
systemic, requires proper rules, regulations, and super-
vision in order to limit or deal effectively with maturity
mismatches. In addition, institutions must be harnessed



to provide liquidity to solvent but illiquid banks and to
protect depositors in case of bank failures. In summary,
a financial safety net comprising the interaction of these
and other institutions that support financial stability
must be established. The Report discusses the optimal
configuration of a financial safety net.

Banks can also transform the currency denomina-
tion of deposits when offering loans. In several coun-
tries, regulators allow deposits and loans in various
currencies. Banks may take some deposits in local cur-
rency, but borrowers might prefer foreign currency-
denominated debts that match their future cash flows
in order to avoid currency risk. In such cases, a loan in
local currency is not necessarily the best alternative for
the borrower, who would incur additional transaction
costs for currency conversion. Similarly, depositors may
prefer to save in foreign currency rather than in local
currency. In such a case, banks may take deposits in for-
eign currency.

Some of the risks of having a currency mismatch
(different values of dollar-denominated assets and li-
abilities) are straightforward and arise from the differ-
ent preferences of borrowers and lenders in terms of
the currency composition of their liabilities and assets.
If, for example, banks have more deposits than loans in
foreign currency, an increase (depreciation) in the ex-
change rate may lead to a reduction in banks’ wealth.
Such a negative balance sheet effect could ultimately
lead to broader financial instability. In order to avoid
these problems, regulators provide guidelines for banks
to limit currency mismatch. However, as discussed in
several parts of the Report, there is another source of
mismatch that has proven to be equally harmful for
banks and more complicated to regulate: the curren-
cy mismatch of borrowers. In many cases, banks lend
in foreign currency to borrowers that have an income
stream in domestic currency. In such cases, a deprecia-
tion of the exchange rate affects borrowers’ net worth
and diminishes their ability to repay loans, thus under-
mining banks’ capacity to meet the withdrawals of de-
positors.

In some countries—among them Brazil, Chile, and
Colombia—deposits and loans can also be denominat-
ed in alternative currencies, such as CPI-indexed units.
Here, to0, banks can transform deposits and loans from
nonindexed to indexed units of account and vice versa,
creating risks similar to the currency risks and systemic
challenges experienced in some Latin American coun-
tries.

Banks also transform the quality of assets. An in-
dividual investor may find it difficult to obtain inex-
pensive sources of financing. By contrast, a bank with

an established reputation and franchise value can find
cheaper funding through deposits mainly because of its
diversified portfolio. In this sense, a bank can transform
risky assets (loans) into less risky liabilides (deposits).
Of course, the franchise value of the bank, which is pre-
served through sound management practices, is crucial
to fulfill this role.

The role of banks in transforming assets helps pro-
vide entrepreneurs an appropriate supply of funds on
conditions that are consistent with the nature of invest-
ment projects, while guaranteeing depositors the safety
of their funds. Clearly, many risks are borne in the pro-
cess. In such a context, banks play an important role in
managing risks; it is a role that, due to its complexity,
individual lenders cannot usually undertake. Economies
of scope and scale prevail in bank operations.

Dealing with credit risk and market risks, such as
interest rate and currency risks, requires a great deal of
expertise. Banks have developed this skill, but nonethe-
less there is a crucial role for regulation and for regula-
tors to monitor banks in order to guarantee that bank-
ers represent the interests of depositors and maximize
social welfare.

In order to survive in a world of many risks, banks
need to develop mechanisms to assess risks effectively
and efficiently, as well as ways of protecting their worth
and franchise value in the event that risks materialize.
The traditional way of coping with risks is by imposing
capital requirements and provisions to cover unexpect-
ed losses. The Report discusses these issues in detail in
the chapters on banking regulation and supervision.

Success in mitigating risks depends on effective
monitoring of borrowers and accurate processing of in-
formation in order to identify creditworthy borrowers.
Owing to the large scale on which banks operate, they
can invest in a cost-effective way in the information
technologies that simplify the monitoring and identifi-
cation of clients. Moreover, given the repetitive nature
of the lending process, banks can develop long-term re-
lationships with their clients that ease these tasks.

FINAL REMARKS AND STRUCTURE
OF THE REPORT

Bank credit is the main source of external funding for
firms in Latin America and the Caribbean. Unfortu-
nately, bank credit remains scarce, costly, and extreme-
ly volatile. The Report analyzes the causes of each of
these three main characteristics of bank credit.

The Report is divided into five parts. Part I pres-
ents the basic stylized facts and provides a summary of
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the main results of the Report. Part Il provides a detailed
analysis of the determinants of banking crises, with par-
dcular emphasis on the Latin American and Caribbean
experience. It also addresses crisis resolution as well as
the setup of a financial safety net to reduce the likeli-
hood of crises. Chapter 4 takes a detour through issues
concerning financial dollarizadon, which is important
for many countries in the region. Part ITI discusses how
the changing ownership structure of the banking sec-
tor has affected its performance. Of particular interest

is the role played by foreign banks, state-owned banks,
and the increased concentration of the industry over
the past few years. Part IV studies the role of additional
supporting institutions in providing increased access to
credit at lower cost. Finally, Part V concludes the Re-
port by discussing several remaining challenges of cru-
cial importance in Latn America and the Caribbean,
such as approaches to the changing nature of interna-
tional banking standards on the eve of Basel II and ways
to deal with money laundering in the region.



TWO

Overview

HE size of credit markets and the cost of

credit and its volatility are closely related to

macroeconomic imbalances, the nature of the
institutions and regulations that govern credit markets,
and the microeconomic structure of the banking sys-
tem. Weak macroeconomics leads to weak and fragile
banks that consequently offer insufficient and expensive
credit. Weak institutions cause similar outcomes.

‘The chapters in this Report explore the main chan-
nels through which the macroeconomy, insttutions,
and the structure of the banking sector affect credit, in-
terest rates, and banking fragility and propose policy
recommendations. This overview summarizes many of

the findings of the Report.

A VOLATILE WORLD

"To a great extent, the size and voladlity of credit mar-
kets in Latin America and the Caribbean can be linked
to macroeconomic shocks. In fact, the way countries
respond to macroeconomic shocks has important im-
plications for the shape of the banking sector. The size
of the banking sector and many other characteristics
can be linked to the evolution of the macroeconomic
environment. For example, the high levels of inflation
and macroeconomic uncertainty of the 1980s produced
small and/or highly dollarized banking systems in some
countries.

There is a two-way reladonship between the
banking sector and macroeconomic imbalances. On the
one hand, banks have often been an important source
of instability in the region. On the other, the voladlity
of bank assets and liabilities reflects a long history of
macroeconomic imbalances and a lack of instruments
to cope with these imbalances. To the extent that bank
portfolios have remained vulnerable to macroeconom-
ic fluctuations, depositors have chosen to stay liquid,
typically selecting short deposit maturities, thus being
“ready to run” in case some factor, typically external,
triggered a crisis.

Many of the most recent banking crises can be
linked to external factors leading to liquidity constraints

and contagion across capital markets. Sudden stops in
capital flows, namely unexpected cuts in the financing
of the current account deficit, have had a profound ef-
fect in Latin America and the Caribbean. The bunch-
ing of banking crises and sudden stops during the 1990s
suggests that a common external element may be part-
ly responsible for bank voladlity, particularly because
countries facing quite different macroeconomic funda-
mentals were hit at about the same time. In this respect,
the Russian crisis of 1998 represented a major volatility
factor in the Latin American and Caribbean region and
in emerging markets in general. In the case of the seven
largest Latin American economies, the sudden stop of
1998 was accompanied by a deleveraging of domestc
debt and a contraction in credit (Figure 2.1).! Equally
dramatic was the reduction in the current account defi-
cit and the real depreciadon of the currency. As a result,
gross domestic product (GDP) growth fell on average
from 7 percent before the crisis to —2 percent after the
crisis.

‘This approach points toward an exogenous coor-
dination element in sudden stops—and it may very well
explain developments in economies that were otherwise
performing well, such as Chile. However, new evidence
suggests that financial dollarizaton, coupled with large
potential changes in relative prices following a sudden
stop, may have a substandal effect on the likelihood of
a standstill in capital flows, which, in turn, may wreak
havoc on the banking system (Calvo, Izquierdo, and
‘Talvi 2003).

These findings suggest that particular banking sec-
tor characteristics such as high dollarization may in and
of themselves be responsible for macroeconomic vola-
tility. Indeed, sudden stops have typically been accom-
panied by banking crises, particularly in cases of high
liability dollarization. This can be seen in Figure 2.2,
which shows that for the case of highly dollarized coun-
tries, about 75 percent of sudden stops have material-
ized together with banking crises (this figure increases
to 100 percent when dollarization is accompanied by a

! 'The seven largest economies represent about 90 percent of Latin
American purchasing power parity-adjusted GDP.
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FIGURE 2.1 The Sudden Stop of Capital Flows in Latin America in 1998

Note: Values are averages for Argentina, Brazil, Chile, Colombia, Mexico, Peru, and Venezuela.

Source: IDB calculations based on data from central banks.

fixed exchange rate regime). These particular charac-
teristics, as discussed in Chapter 3, are mainly the re-
sult of poor domestic policies, including high inflation
and its effects on currency substitution and eventually
liability dollarization, excessive risk-taking on the part
of banks leading to excess dollarization, and restrictive
trade policies that induce scarce production of trad-
able goods and potentially lead to significant changes in
relative prices following a sudden stop. Excessive risk-
taking can be explained by high economic volatlity,
which weakens the ability of creditors and regulators to
properly assess risks, and by moral hazard issues result-

ing from a poor regulatory and supervisory framework
and the perception that the government will bail out
unsuccessful investments.

In addition to liquidity factors, moral hazard fac-
tors, understood as incentives toward excessive risk-
taking, have also been extremely relevant in explaining
the development of banking crises. Indeed, another key
lesson learned from many adverse experiences in emerg-
ing countries is that processes of financial and capital
account liberalization should be handled with care, tak-
ing into consideration the need for the sequencing of
reforms. Although financial liberalization may promote



FIGURE 2.2 Banking Crises and Sudden Stops
Worldwide, 1974-2003
(Percentage of sudden stop episodes
contemporaneous with banking crises)

Source: For banking crises, Caprio and Klingebiel (2003), Kaminsky and
Reinhart (1999), and Demirgiig-Kunt and Detriagache (1998); for exchange
regime classification, Levy-Yeyati and Sturzenegger (forthcoming); and
for sudden stop episodes and dollarization, Calvo, Izquierdo, and Talvi
(2003).

savings and improve its allocation, thus having a posi-
tive impact on financial depth and economic growth, as
the crises of the 1980s and 1990s illustrate, things did
not turn out as bright as originally expected.?

The standard explanation of these dismal results
puts the blame on the remarkably rapid expansion of
credit, a factor that created challenges for financial in-
stitutions and bank supervisors. Weak financial regula-
tion and supervision and either implicit or explicit gov-
ernment safety nets meant that related lending or fraud
and excessive risk-taking on the part of depositors, bor-
rowers, and banks would be the most likely outcome.
Excessive risk-taking opened the door for financing
bad credit risks and eventually led to the emergence
of a substantial amount of nonperforming loans. Giv-
en that in many cases financial liberalization coincided
with the removal of capital account restrictions, much
of the lending boom was financed through foreign capi-
tal inflows, sometimes directly mobilized by the bank-
ing system through increases in bank liabilities with
foreigners. This strategy, in turn, made countries more
vulnerable to external liquidity shocks. Thus, in many
respects, banking crises were accidents waiting to hap-
pen in the context of bank fragility due to excessive risk-
taking during lending booms spurred by liberalization.

Avoiding banking crises is extremely relevant be-
cause they bring about output volatility and daunting
fiscal costs. The disruption of the payments system not
only hits short-term economic growth, but also affects
growth in the long run. Crisis episodes are typically as-

sociated with a dramatic weakening of balance sheets, on
the side of both banks and borrowers. To the extent that

banks represent a major source of financing, contrac-
tions in credit due to plummeting net worth may lead
to a forced reduction of investment and consumption
spending. The undermining of depositors’ confidence
in the banking system may in turn lead to a reduction in
saving or to capital outflows. As banks are intervened or
closed, valuable information on borrowers is lost.

All these factors contribute to the inability of the
banking system to function efficiently, and, as a result,
to diversion of a significant amount of resources from
the formal financial sector into less efficient uses that
reduce bank intermediation. In addition, bank bailouts
typically entail high fiscal costs, which, by raising the
public debt and debt service cost, may have an impact
on consumption and investment decisions. These con-
siderations are much more problematic than they may
seem individually because in times of crisis they come
together and even interact with each other, leading to a
substantial effect on economic growth. Given the short
and long-run costs associated with crises, the Report
devotes special attention to their determinants, on both
moral hazard and liquidity dimensions.

A crucial area of concern that the region still needs
to resolve is financial dollarization, which entails a steep
trade-off between financial depth and financial volatili-
ty. As argued in Chapter 4, restrictions on financial dol-
larization, by limiting the portfolio choice of depositors,
may increase the variance of real returns on savings and
damage financial sector development, in particular via
placement of deposits offshore. Recent empirical stud-
ies looking at the effect of dollarization on financial de-
velopment confirm this result. De Nicolé, Honohan,
and Ize (2003) find that dollarization is associated with
deeper financial systems in high-inflation countries.
Similarly, findings in Cowan and Do (2003) indicate
that restricting dollarization has larger negative effects
on financial development when depositors are set to
lose more (in terms of a higher variance in the return of
their portfolios). The restriction encourages movement
from an optimal portfolio consisting of deposits in both
domestic and foreign currencies to a portfolio consist-
ing of only domestic currency assets.

This fact and the findings discussed in Chapter 3
on the negative effects of liability dollarization on mac-
roeconomic volatility imply that policymakers may be

? Empirical work by Demirgii¢-Kunt and Detragiache (1998)
stresses the relevance of financial liberalization as a determinant
of the probability of a banking crisis. Further work by Galindo,
Micco, and Ordéfiez (2002b) shows that financial liberalization
had a positive growth effect in countries with a well-built institu-
tional setup.
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faced with a dilemma when determining whether to im-
pose restrictions on dollar-denominated financial con-
tracts. If depositors are uncertain about future infladon
rates, then allowing the establishment of foreign cur-
rency deposits will increase financial depth. However,
this may come at the cost of a higher likelihood of fac-
ing macroeconomic turbulence, as would be the case
for sudden stops in capital flows. These trade-offs are
fully elaborated in Chapter 4.

Banking crises have been frequent in Latin Amer-
ica and the Caribbean. The recurrent nature of these
crises has impaired the development of the region’s
banking sector and has defined many of the current
characteristics of the region’s banking systems. In par-
ticular, inappropriate crisis resolution may be a cause
of disintermediation in financial systems. By looking at
crisis resolution episodes in the 1990s and early 2000s,
such as those in Argentina (1995 and 2001-02), Mexico
(1995), and Uruguay (2002), Chapter 5 provides exam-
ples of crisis resolution processes that successfully bat-
tled disintermediation and others that did not. In the
latter case, by insulating borrowers from the effects of
a crisis and hitting depositors instead, one of the key
principles of crisis resolution was violated, namely, the
principle that those who benefit the most from risk-
taking activities should bear the brunt of the cost of re-
structuring the banking system following a crisis.

KEY VULNERABILITIES OF BANKING
SYSTEMS IN LATIN AMERICA
AND THE CARIBBEAN

The Report stresses the crucial vulnerabilities that arise
from high dollarization and high concentration of pub-
lic debt in the asset structure of banks. For a start, high
and volatile inflation throughout the 1980s and the be-
ginning of the 1990s led to dollarizatdon processes in
several countries in the region. Almost all countries in
which dollarization of bank deposits exceeded 50 per-
cent by 2001 had experienced periods of high inflation in
the past. High inflation is associated with high-inflation
volatility, a characteristic that provides few incentives
to save in domestic currency, particularly when the al-
ternative is dollar deposits, which have typically shown
less volatility in terms of their purchasing power.

The resulting desire to save in foreign currency
assets had two important consequences. For countries
that restricted the use of deposits in foreign currency,
this may have led to lower intermediation levels be-
cause savings were transferred offshore.’ But for coun-
tries that allowed foreign currency deposits, the fact

that regulation required banks to match their assets and
liabilities by currency type, coupled with the fact that
most dollar deposits were onlent locally rather than
abroad, inevitably led to dollar lending to nontrad-
able sectors in those economies in which dollarization
of deposits was pervasive. This lending policy basically
transferred bank exchange rate risk to borrower credit
risk as nontradable sectors now faced mismatches stem-
ming from their income in nontradable goods and their
debts in terms of wradable goods (dollars). As a result, a
sizable component of bank assets was vulnerable to real
exchange rate fluctuations.

Fiscal behavior has also contributed to the vola-
tility profile of banks, mainly because for many coun-
tries the share of public sector debt in total bank claims
is high, and the price of such claims is quite volatile
in Latin America. Figure 2.3 shows the ratio of pub-
lic claims to total claims in banks for countries in the
region and compares them with averages across other
low and high-income economies. Although the average
share for the region is not high relative to the other re-
gions shown in the figure, there is substantial variance
across countries in the region. On the one hand, public
debt is a sizable share of total bank lending in most of
the large economies. Argentina, Barbados, Brazil, Co-
lombia, Jamaica, and Mexico all have ratios of public
claims to total claims exceeding 25 percent, so that one
in every four dollars owed to banks is owed by the gov-
ernment. At the other extreme of the distribution, Bo-
livia, Chile, Haiti, Honduras, Panama, and Paraguay all
have rados of public claims to total claims of 5 percent
or less.

Government borrowing from domestic banks is
an issue that has become increasingly relevant in re-
cent years, as shares of public loans in total lending
have increased during this recession period. Indeed,
the average share of public claims over total claims in
the banking sector has followed a “U” shape over the
past decade. The share dropped over the period of high
growth and capital inflows of 1991-95, and then rose
over the second half of the decade and into the early
2000s, as the effects of both the Tequila crisis of 1995
and the East Asian and Russian crises of 1997-98 kicked
in (Figure 2.4).

Figure 2.4 also shows that rising shares of public
claims on average coincided with rising fiscal deficits in
the late 1990s. The pressure of government deficits on
bank portfolios is particularly clear for the seven larg-

3 Indeed, studies such as De Nicol6, Honohan, and Ize (2003) sug-
gest that there has been greater financial intermediation in high-
inflation countries that allowed for deposit dollarization.



FIGURE 2.3 Public Debt in Banks, 2000-01
(Percentage of total claims)

Source: IDB calculations based on IMF data.

est Latin American economies as shown in Figure 2.5.
This pattern also hints at the potential crowding-out
effects that public sector finances may have over the
private sector in times of crisis.

Although public deficits in Latin America and the
Caribbean are not particularly high relative to middle
or high-income economies when measured as a share of
GDP, they are higher than in any other group of econo-
mies when measured as a percentage of total bank lend-
ing (Table 2.1). As a result, the potental pressure that
the public sector could exert on the banking system in
Latin America and the Caribbean is high. These pres-
sures may become substantial in times of crisis when
deficits are expanding and external funding is limited.

Considering only the seven largest Latin Ameri-
can countries, the share of government claims in total
bank claims doubles to almost 26 percent (Figure 2.3).
Such a sizable amount of government claims becomes
particularly relevant for the volatility of bank portfoli-
os when considering the behavior of government bond
prices. Over the period 1994-2003, the average volatil-
ity of (log) changes in government bond prices of Latin
American countries vis-a-vis that of developed coun-
tries was higher by a factor of three. Thus, substantial
valuation changes in government debt can easily erode
bank capital when bonds are marked to market, which
is the only relevant pricing for depositors who bear the
risk of bank failure. This factor is not appropriately ad-
dressed by existing regulation, which allows banks to

FIGURE 2.4 Public Claims in Banks and the Public
Deficit in Selected Latin American
Countries, 1991-2000

Note: The countries in the sample are Argentina, Brazil, Chile, Colombia,
Mexico, Peru, and Venezuela.
Source: IDB calculations based on IMF and World Bank data.

price bonds at face value, thus providing an incentive
for banks to hold public sector claims. This is yet an-
other reason why banks may accept holding propor-
tionately more government bonds relative to private
sector holdings in times of crisis (Chapter 6).

The combinaton of loans in foreign currency to
nontradable sectors and holdings of public sector debt
provides a very unstable bank portfolio base for deposi-
tors. External shocks, such as sudden stops in capital
flows, can bring about spikes in real exchange rate be-
havior that could drastically erode bank assets and there-
fore render the banking sector bankrupt. Thus, deposi-
tors will want to hold liquid assets that allow them to
react swiftly to any indicadon that a crisis is about to
materialize. This is particularly so because crisis reso-
lution processes in many Latin American experiences
have typically insulated borrowers from the effects of a
crisis and have hit depositors instead.

AVOIDING CRISES: A FINANCIAL
SAFETY NET

A recurrent problem throughout Latin America and
the Caribbean has been the proliferation of banking
crises or episodes of near crisis. In all countries, the
costs of restructuring financial systems have been high,
both in terms of the direct fiscal cost and the associ-
ated slowdown in economic activity. In order to avoid
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FIGURE 2,5 Public Debt and Fiscal Deficit
{Percentage of GDP)



FIGURE 2.5 continued

Source: IDB calculations based on IMF data.

such costs, many countries have placed great effort in
strengthening the financial sector and reducing its vola-
tility. In the presence of multiple shocks that can induce
tremendous financial volatility and eventually systemic
banking crises, policy has been aimed at the develop-
ment and strengthening of financial safety networks. A
financial safety network is a set of rules and institutions
designed to reduce financial instability in order to pro-
tect financial intermediation and the payments system.
It comprises the definition of prudential rules and their
strict enforcement, adequate supervision of banks and
establishment of institutions such as deposit insurance
and a lender of last resort and enables private agents to
monitor and discipline banks. Clearly, the recent fra-
gility in Latin American banking markets reveals that
there are still many weaknesses in the financial safety
net. The evolution of these rules and institutions, their
current stance, and possible directions to improve them
are discussed in detail in the Report.

A key component of a financial safety net is pru-
dential regulation and supervision of banks. There are
at least two classic arguments for banking regulation.
The first is the protection of small and unsophisticated
depositors. Capital regulation and the requirement to
inject new capital when necessary or otherwise face clo-
sure are ways to align a bank’ risk-taking position with
the interest of depositors. The second classic rationale
for banking regulation stems from the unavoidable need
to protect the payments system and the financial system

more generally. It may be the case that otherwise sol-
vent banks may be subject to pure liquidity runs. More-
over, if some depositors run against a weak bank, other
depositors may run against other more healthy banks in
the system, fearing actual financial links between these
banks or simply selecting a bad or run equilibrium be-
cause of lack of information. This is frequently referred
to as contagion.*

One way to prevent such runs is for a central bank
to promise liquidity to solvent banks—that is, for the
central bank to provide lender of last resort services.
However, the promise of such liquidity may weaken
banks’ incentives to reduce risks. As discussed in Chap-
ter 6, defining the operation of the lender of last resort
implies finding a balance between these trade-offs. A
second way to prevent such liquidity runs is through
the provision of deposit insurance. However, if deposi-
tors are insured, then the link between the required rate
of return and the underlying risk of the bank is bro-
ken and the incentives of bank owners and managers
may change. These shifts in incentives are normally
referred to as moral hazard. Having a deposit insur-
ance mechanism that allows for greater credibility in
the financial system to mitigate bank panics without
generating excessive moral hazard makes its design a
crucial topic. International evidence has shown that
a well-defined deposit insurance scheme can contrib-
ute to financial stability, but a deficient one can in-
crease the likelihood of a crisis. Chapter 7 addresses
this issue.

Capital regulations may then be seen as an at-
tempt to counteract the moral hazard created by the
existence of a safety net. From this perspective, inter-
vening through prudential regulation and supervision
is justified on the basis of reducing banking sector risks
to avoid the potential negative externalities of crises on
the rest of the economy. In this area, there is a long
way ahead for Latin American countries. Despite the
fact that there have been many reforms throughout the
region, especially since the 1990s, there are still severe
weaknesses that regulation has not addressed properly.
The principal weaknesses are in areas related to the op-
erational independence and resources of the regulatory
agency, the existence of a suitable legal framework and

*# Contagious bank runs may have significant negative externalities
on the rest of the economy and hence are generally thought to be
costly, especially if they affect otherwise healthy banks or prevent
the normal functioning of the payments system. In particular, if
otherwise healthy banks fail, then because those banks may hold
private information on their clients, there is the possibility that
this information will be lost and the economy may suffer a more
general credit crunch.
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legal protection for supervisors, remedial measures in
case of bank fragility, weak links between capital ade-
quacy requirements and risk, and lack of consolidated
supervision. Weaknesses in regulation increase the like-
lihood and costs of crises. In the Dominican Republic,
lack of regulation and enforcement on credit concen-
tration and related lending, among other aspects, led
to a large-scale banking collapse in 2003. In Argentina
and other highly dollarized countries, weaknesses in ad-
dressing the risks associated with financial dollarization
also increased the likelihood and costs of the banking
crises in 2001 and onward. Another concern in many
countries is how to address the risk of holding a high
concentration of government debt in banks’ balance
sheets. All in all, it is clear that prudential regulation
and supervision are not tight enough, and further re-
forms are needed in order to improve banking over-
sight. Chapter 6 discusses this in detail.

Assuming that supervisors have appropriate pow-
ers and that regulations are properly designed, supervi-
sors may still lack the required information to effective-
ly monitor those regulations. There is an unavoidable
informational asymmetry between a bank and its super-
visor.” These regulatory and supervisory failures imply
that it will in general be useful to harness the market to
discipline banks. Market discipline has typically been
viewed as the reaction of bank creditors (depositors and
other liability holders) to increases in bank risk. This
definition is extended in Chapter 8 to include the sub-

sequent reaction of banks to the actions of creditors as
well. Discipline is considered effective when banks take
prompt remedial actions to curb any actual or potential
negative actions on the part of creditors.

At first sight, market and supervisory discipline
may be thought of as substitutes, but, in fact, in the ter-
minology of modern microeconomics, they are strate-
gic complements. This means that appropriate regula-
tions can enhance the disciplining power of markets,
and markets may enhance the disciplining power of su-
pervisors. Together they may imply greater discipline
than the simple sum of the two components. Chapter 8
provides evidence on how depositors discipline banks
in Latin America by lowering deposits when banks
become more vulnerable or asking for higher interest
rates when bank fundamentals look weak. The chap-
ter also shows how banks in turn increase their capital-
asset ratio to compensate for the behavior of deposi-
tors. Nonetheless, there is still enough room to increase
the scope of market discipline in Latin America in or-
der to increase private sector oversight of the banking
system.

3 Banks may not always truthfully disclose the required information,
and, as withessed recently in major corporate scandals in the United
States and Europe, auditors do not always ensure that even fully au-
dited information is 100 percent reliable. Moreover, the supervisor
may have access to balance sheet and other hard information but
lack the finer information from, say, intraday market transactions.



THE CHANGING NATURE OF BANKING
SYSTEMS: DOES STRUCTURE MATTER?

Advances in information technology, globalization, and
deregulation are leading to drastic changes in the struc-
ture of the banking industry around the world. Inno-
vations and increased competition reduce margins in
traditional banking activities and spur mergers between
banks and other financial institutions. Latin America is
not an exception to this trend. During the 1990s, the
region was characterized by a process of bank consoli-
dation and entry of foreign banks that was mostly trig-
gered by financial crises and regulatory tightening. In
Argentina, Brazil, Colombia, Costa Rica, El Salvador,
and Peru, more than a quarter of all banks either closed
or merged between 1996 and 2002. While this sharp
decrease in the number of banks in the region led to an
increase in bank concentration in some countries, Latin
America as a whole stll displayed a low level of bank
concentration by 2002 compared with other regions of
the world.

This consolidation process was characterized by
deep changes in ownership structure in the industry.
The entry of foreign banks has been a dominant char-
acteristic, and in many countries foreign-owned banks
have become the main players in the domestic finan-
cial system. In Latin America and the Caribbean, local
currency lending by branches or subsidiaries of foreign
banks represents more than 65 percent of total bank
lending. In Argentina, Chile, Mexico, and Peru, foreign
banks controlled more than 50 percent of assets in 2002.
Foreign banks did not control more than 30 percent of
assets in any of these countries in 1995. As reported in
Chapter 9, the increase in foreign bank participation in
Latin America came together with a fall in public sec-
tor participation in commercial banking. The changing
nature of the ownership structure of Latin American
banking systems has raised crucial questions on how
such changes affect access to credit and its cost.

One of the major sources of concern regarding
the reduction in the number of banks and the increas-
ing presence of large international banks is that these
could exploit their market power by paying lower de-
posit rates and charging higher interest rates on loans.
However, the evidence presented in Chapter 9 suggests
that this has not been the case. The increase in concen-
tration in Latin American banking was due to techno-
logical innovation and financial liberalization that re-
duced entry barriers and did not lead to greater market
power. There is no evidence that higher concentration
increased credit costs or lowered credit levels in Latin

America.

Concentration and competition may also affect
credit volatility over the business cycle. Some theoreti-
cal views suggest that when banks’ interests collide, it
is likely that they will increase mark-ups during bad
times, amplifying business cycle fluctuations. By con-
trast, other views suggest the opposite, that is, that low
competition can stabilize credit when bad shocks hit the
economy. If there is low competition in the face of bad
shocks, banks could avoid the liquidation of some loans
that might not be profitable in the short term (because
of the shock) but that could be profitable in the long
run. With high competition, banks would not be able
to take these chances.

Furthermore, an implication of modern portfolio
theory is that diversification reduces volatlity. In this
context, large banks taking advantage of the law of large
numbers are likely to be better diversified and hence
better able to face shocks than smaller and less diver-
sified banks; therefore, large banks would have more
stable credit levels. The evidence presented in Chap-
ter 9 shows that, conditional on the level of financial
development and income, countries with greater con-
centration in the banking industry have less procyclical
credit. A similar reaction in credit is observed after an
external demand shock hits the economy. These results
suggest that a concentrated banking sector, which does
not necessarily mean a noncompetitive one, has lower
credit volatility.

The rising trend in foreign banking in Latin
America has led economists and policymakers to con-
sider its implications. Most economists agree that the
presence of foreign-owned banks can play a useful role
in developing and modernizing the financial system. As
shown in Chapter 10, there is in fact evidence that for-
eign bank entry plays a useful role in expanding credit,
although the evidence suggests that most of this credit
expansion is directed toward large firms. Foreign banks
also tend to be more efficient than domestic banks and
have lower net intermediation margins. They can af-
ford such low margins because they tend to have low-
er overhead costs. For Latin America, Table 2.2 shows
that relative to domestic private banks, foreign institu-
tions have lower overhead costs and interest margins
(the deposit rate minus the loan rate).

An area in which the presence of foreign banks
represents a mixed blessing is credit stability, which is
discussed in Chapter 10. In case of problems, foreign
banks have better exit strategies than domestic banks,
and hence in times of crisis they can destabilize credit.
For example, if an economy is hit by a shock that affects
the productivity of overall projects and increases cred-
it risk, most banks might decide to cut back on credit.
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However, if a bank has the alternative of redirecting
its funds toward another economy that was not hit by
the shock, this might make its credit more volatile than
others. Usually foreign banks face such alternatives and
can cut credit by more than domestic banks can.

However, there are also cases in which foreign
banks may play a useful role in stabilizing credit. For-
eign banks do not suffer as much as domestic banks
when there is an overall decline in deposits, given that
they usually have access to additional sources of fund-
ing, such as deposits from abroad or capital transfers
from their parent bank. In addition, foreign banks may
also be more stable when there is a run on deposits,
due to the fact that depositors may perceive that for-
eign banks are stronger than domestic banks since they
have the support from their parent, usually from a de-
veloped country. The empirical analysis presented in
Chapter 10 shows that whether foreign banks stabi-
lize or destabilize credit depends on the nature of the
shocks that hit the economy. Foreign banks play a use-
ful stabilizing role when shocks come from the deposit
availability side. The potentially beneficial role of for-
eign banks is also likely to depend on the degree of so-
phistication of the financial system, with foreign banks
playing a more useful role in less sophisticated financial
systems (Levine 1996).

Traditonally, the public sector has been a large
player in Latin American banking systems. Views on
this issue are extremely polarized. On the one hand,
some economists suggest that the need for public inter-
vention is particularly strong in economies where the

scarcity of capital, general distrust of the public, and
endemic fraudulent practices among debtors may fail to
generate the sizable financial sector required to facili-
tate economic development. On the other hand, other
economists suggest that there is little economic justifi-
cation for government ownership of banks and that the
latter is only dictated by political goals. Chapter 11 tries
to balance these points of view and unveils empirical ev-
idence that tests them. It finds that state-owned banks
do not play a useful role in expanding credit availability
or directing credit toward small firms or sectors that
require it the most. The chapter also shows that much
of the existing evidence on the negative development
role of state-owned banks is not as strong as previously
thought, although there is no strong evidence that the
presence of state-owned banks increases credit. Focus-
ing on access to credit by different sectors, the evidence
suggests that the credit access gap between large and
small firms in countries with high public participation
in commercial banks is larger than in countries with low
levels of public banking.

There is evidence that public banks reduce bor-
rowing costs for their customers. In fact, the Report
shows that interest rates charged by public banks are
lower than those charged by domestically-owned pri-
vate banks (see Table 2.2). These lower rates are due to
lower funding costs, which, in turn, are probably due
to subsidies in the form of either implicit insurance
or public sector deposits that pay low interest rates. It
is difficult to say whether these subsidies are justified
based on the argument that low-cost credit finances ac-



tivities that produce positive externalities. The presence
of public banks neither seems to favor access to credit
for small and medium-size enterprises, nor does it fa-
vor access to mortgage credit or credit by firms in eco-
nomic sectors facing problems in tapping credit mar-
kets. What is clear is that part of the subsidy seems to
be wasted because state-owned banks are characterized
by higher net intermediation margins and higher over-
head costs (Table 2.2). Moreover, public banks could be
a source of instability, given that they are also charac-
terized by a larger share of nonperforming loans.

Whether most banks are privately or publicly
owned may also affect the volatility of the banking sys-
tem. Private bank lending could overreact to recessions
and amplify the business cycle. Although this problem
could be addressed by government guarantees or sub-
sidies, these actions could take time to materialize be-
cause they would likely require some sort of legislative
action. Hence, public bank managers that internalize
the benefits of increasing credit during recessions may
play a useful role in smoothing credit cycles.%

The evidence on the stabilizing role of public banks
is stll extremely limited and somewhat controversial.
One view argues that, compared with the behavior of
private banks, public bank lending reacts less to macro-
economic shocks, that is, lending decreases less during
recessions and increases less during expansions. Another
view claims that the effectiveness of monetary policy is
reduced (and not enhanced) by the presence of state-
owned banks. From a microeconomic perspective, Chap-
ter 11 presents evidence that in the case of Latin America,
credit extended by public banks is less procyclical than
credit extended by private banks. In addition, the chapter
shows that the smoothing effect of public banks is par-
ticularly strong in periods characterized by slow growth
of domestic deposits and periods when credit grows less
than total demand deposits. In fact, empirical evidence
also suggests that deposits of public banks are less procy-
clical than deposits of private domestic banks.

Although these results suggest that public banks
may play a useful role in reducing credit procyclical-
ity and hence in reducing business cycle fluctuations,
it should be pointed out that this analysis focuses on
bank-level variables and not on aggregate credit. If
public banks were to crowd out private credit, it would
still be possible that their presence could lead to greater
credit volatility. Chapter 11 also presents evidence at
the aggregate level and finds a negative but weak corre-
lation between the presence of state-owned banks and
the elasticity of credit to external shocks. This finding
supports the microeconomic evidence that public banks
do not amplify, and if anything smooth, credit cycles.

RULES AND INSTITUTIONS BEYOND
THE FINANCIAL SAFETY NET

A properly designed financial safety net is crucial for
financial stability. But there are other rules and insti-
tutions that also help promote the stability of credit
markets and financial institutions. Because of the char-
acteristics of financial contracts, strong institutions are
crucial to support deep and stable financial markets.
When the ability to enforce loan contracts is imperfect,
people are tempted to renege on their loans. Large and
impersonal financial markets require not only an appro-
priate legal framework, but also adequate enforcement
of the rights and responsibilities of each of the parties
involved in the contract. Otherwise, financial contracts
may become infeasible.

One of the major differences between developed
financial markets and underdeveloped ones is the role
played by property rights. The latter are crucial in or-
der to exploit the benefits of using collateral in finan-
cial contracts. Collateral is an essential mechanism for
dealing with several types of uncertainty that inhibit
credit expansion. As shown in Figure 2.6, regulations
and institutions do not provide sufficient protection of
property rights in Latin American countries. In most
countries, laws are not designed to protect creditor
rights, tend to favor debtors in cases of dispute, and
make it excessively costly for creditors to recover col-
lateral in case of borrower default. In addition, the low
levels of rule of law and of judiciary efficiency in the re-
gion make securing property rights even more difficult,
costly, and inefficient.

But inadequate rules, regulation, and economy-
wide institutions are not the only limitations for the ex-
pansion of credit markets in Latin America. In many
countries in the region, the possibility of using collater-
al fails in several other dimensions. Titling and property
registries tend to be weak and poorly managed, which
makes it difficult for creditors to establish the priority
and seniority of their claims to an asset that has been
or will be pledged as collateral. In addition, in some
countries property fraud is also a significant problem.
This further limits the utility of property as collateral
and consequently places serious constraints on access
to credit.

The rights of creditors to the assets pledged as col-
lateral and the cost of taking over collateral have a ma-

¢ The idea is similar to the argument that monetary policy has
shorter implementation lags than fiscal policy. In this context, a
case can be made in favor of contingent guarantees that activate in
the event of a crisis.
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FIGURE 2.6 Effective Creditor Rights
{Index, 0-1)

Note: The effective creditor rights index measures legal protection for
creditors and the degree of law enforcement. The index ranges from

0 to 1. Higher values measure greater creditor protection.

Source: La Porta and others (1998); World Bank (2003); Chapter 12 of
this Report.

jor role in explaining the depth of financial markets. By
increasing the value of collateral, stronger creditor pro-
tection increases financial breadth and lowers the cost
of credit. With low creditor protection, the chances for
the borrower to recover collateral in case the borrower
defaults are slim, and the value of the residual claim for
the lender is likely to be very low. Increasing the value
of collateral diminishes risk from the lender’s perspec-
tive and aligns the lender’s and the borrower’ incen-
tives to adhere to the credit contract, thereby increas-
ing credit and reducing its cost. Moreover, as discussed
in Chapters 12, 14, and 15, stronger institutions that
protect creditors also facilitate access to credit for small
firms and deepen mortgage markets. In short, better in-
stitutions not only increase the size of the pie, but also
allow more players to access the pie.

In addition to promoting the depth of credit mar-
kets in general and reducing constraints on small and
medium-size debtors in particular, creditor protection
can also reduce the impact of adverse shocks over the
credit cycle. If creditor rights are protected, when the
economy faces an adverse shock that increases credit
risk, the extent to which credit shrinks will depend on
the regulations regarding collateral repossession. If
creditors cannot recover the collateral pledged in case
borrowers default, it is likely that the overall increase in
credit risk experienced during a recession will be exac-

FIGURE 2.7 Credit Volatility and Protection
of Creditor Rights

Note: The figure controls for the standard deviation of external shocks.
Source: IDB calculations based on data from La Porta and others (1998}
and World Bank data.

erbated by the fact that creditors will not even be able to
recover the collateral. In such cases, the credit market
overreacts to the exogenous shock, and credit strongly
contracts. Figure 2.7 shows how countries with better
creditor protection tend to have more stable credit.

Another item on the institudonal development
agenda that is needed to increase credit and reduce its
cost is the improvement of credit bureaus and credit
registries. Credit registries that collect standardized
historical data on borrowers can create a new kind of
collateral: reputation collateral, which can help in low-
ering the information and moral hazard hurdles that are
common in credit contracts. Moreover, credit-scoring
technologies that make use of such data greatly reduce
loan costs and open up new lending opportunides, es-
pecially for relatively opaque clients such as consumers
or small and medium-size enterprises.

Credit registries play a substantial role in the de-
velopment of credit markets. Financial development,
measured as the ratio of private credit to GDP, is great-
er in countries that have either a public or a private
credit registry than elsewhere. Chapter 13 discusses
how these institutions can be particularly relevant in
boosting the performance of less developed financial
systems where information and moral hazard problems
are more acute.

The use of data from credit registries to assess bor-
rower risk can also have a significant impact on inter-
est rates charged to clients. Lack of specific information
about clients leads to charging high average interest
rates, punishing good debtors while allowing risky bor-



rowers to obtain credit at interest rates lower than those
according to their risk. With better knowledge about
clients and their behavior, lenders can more easily at-
tach a default probability to a client and hence assign
a more accurate interest rate to the loan. Clearly, this
practice tends to favor the best borrowers. Evidence dis-
cussed in Chapters 13 and 14 also reveals that small and
medium-size enterprises tend to gain greater access to
credit markets in countries where credit registries are
more developed. Despite the fact that much has been
done in the region in the past few years, there is still
a long way to go, particularly in developing methods
to guarantee the quality of the data in the credit regis-
tries and in solving legal issues related to information
sharing.

The rising trend in the development of credit
registries may also help to diminish financial volatility.
In addition to their contribution to the development
of financial markets, credit registries can also be used
to reduce certain vulnerabilities. Proper use of credit
registries can reduce the nonperforming loan ratio of a
banking institution by allowing creditors to sort good
and bad debtors before granting credit. Chapter 13
shows how the use of credit registries has reduced de-
fault rates in Latin American banks. Lower credit risk
implies lower volatility. Credit registries might also be
used for prudential supervision purposes. As discussed
in Chapters 13 and 16, credit registries can play a very
important role in assessing whether capital and provi-
sioning regulations match up to actual lending risks.

CURRENT AND FUTURE CHALLENGES:
THE ROAD AHEAD

Deepening credit markets, facilitating access to bank-
ing services, and lowering the cost of credit and reduc-
ing its volatility are undoubtedly issues of great concern
in Latin America and the Caribbean, representing im-
portant hurdles that need to be crossed. Yet, the region
must simultaneously address additional challenges that
not only contribute to the objectives laid out above, but
also deserve to be treated separately because they are at
the center stage of current debate. Among them are the
changing environment in international banking stan-
dards stemming from the new Basel capital accord (Ba-
sel IT) and the challenges imposed by money laundering.
The final chapters of the Report address these issues.
Chapter 16 discusses how to face current trans-
formations in international regulatory standards. Cur-
rently, the Basel accord on banking regulation and

supervision is going through a period of enormous
transformation. If and how Latin America and the Ca-
ribbean should adopt the new accord known as Basel
IT are crucial questions for policymakers across the re-
gion. The view of the Report is that countries should be
extremely careful in the adoption of Basel I and should
not hurry in this direction without first guaranteeing
stronger compliance with the basic core principles of
supervision and regulation. Moreover, as compliance
with the core principles advances, some of the issues in
Basel TI will be covered, and the transition will be much
smoother. While the importance of the driving ideas of
Basel IT are completely acknowledged and recognized,
there are several concerns on implementation issues, es-
pecially those concerning capital requirements. Clearly,
there is a strong need to develop methods that truly link
risks with capital requirements; however, the methods
proposed in Basel II cannot be easily implemented in
Latin America and the Caribbean. Chapter 16 proposes
a method for dealing with the transition.

In the context of increased drug trafficking and
terrorism finance, there is much concern about money
laundering. This is not unfounded, as rough estimates
of money laundering in the region show it to be some-
where between 2.5 and 6.3 percent of annual regional
GDP. The region has embarked on international co-
operation as well as new or updated legislation to deal
with this problem. Yet, money laundering is an impor-
tant threat judging by the fact that some variables that
are potentially linked with it are being dealt with only
partially. Specific legislative measures deal in part with
improved soundness of the banking system or greater
development of the financial sector; however, countries
should also deal with the issue that law giving is not
equal to law abiding; in other words, monitoring and
enforcement are crucial.

A successful fight against money laundering in the
region requires a comprehensive view of the full pic-
ture, for which it is important to understand the true
dimension of its pervasiveness. In this context, some
of the structural weaknesses in the region contribute
to thriving money laundering activities and, as long
as such weaknesses are not properly dealt with, purely
legislative measures may not suffice. The road map is
challenging, as discussed in Chapter 17. Countries in
the region should consider at least five challenges in the
fight against money laundering: a sound of banking sys-
tem, greater development of capital markets, improve-
ment in the quality of institutions, good corporate gov-
ernance, and a reduction in the size of the underground
economy.
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THREE

Determinants and Characteristics
of Banking Crises

N times of banking crises, complex interactions

arise between banks and the macroeconomy. Un-

der such circumstances, either monetary policy
(with flexible exchange rate regimes) or the exchange
rate peg loses, typically as a result of a bailout of the
banking system. Especially when banking crises occur
simultaneously with currency crises or sudden stops in
capital flows, there is a strong feedback between the
macroeconomy and the banking system through chan-
nels that are dormant under normal circumstances.

Banking crises can be particularly damaging be-
cause they entail a major disruption in economic activ-
ity. A meltdown of the payments system may interrupt
transactions on a generalized basis, with a resulting col-
lapse in output. Crisis episodes are typically associated
with a dramatic weakening of balance sheets, on the side
of both banks and borrowers. To the extent that banks
represent a major source of financing, credit contrac-
tion due to plummeting net worth may lead to a forced
reduction of investment and consumption spending.
The undermining of depositors’ confidence in the
banking system may, in turn, lead to capital outflows.
As banks are intervened or closed, valuable information
on borrowers is lost. All these factors contribute to the
inability of the banking system to function efficiently;
as a result, significant resources are diverted from the
formal financial sector to less efficient uses.

In addition, bank bailouts typically entail high fis-
cal costs, thereby raising public debt and debt service
requirements, and affecting perceptions about future
fiscal policy that could adversely affect consumption
and investment decisions. The combined impact of
these developments could lead to a substantial decrease
in economic growth.

Cases of banking crises that bring about a disrup-
tion in economic activity are systemic in nature, as op-
posed to individual bank failures. Bartholomew, Mote,
and Whalen (1995, p. 9) define systemic risk as “the
likelihood of a sudden, usually unexpected, collapse of
confidence in a significant portion of the banking or fi-

nancial system with potentially large real economic ef-
fects.” As recognized by Caprio and Klingebiel (1996,
p- 5), “there is no objective, generally accepted defini-
tion” that determines “when a problem in the banking
sector becomes systemic,” yet “Central Bank governors
tend to behave as though they know a systemic problem
when they see one.” Given the demandable debt and se-
quential servicing features of the banking industry, the
origin of a systemic crisis may not necessarily lie only
in trouble with large banks. Indeed, events of systemic
crises can be triggered by individual bank failures (an
issue that is dealt with in Chapter 5 with the analysis of
deposit insurance).

Regardless of the origin of a systemic banking
crisis, a defining characteristic is that it involves insol-
vency of a large share of the banking system. Systemic
insolvency typically materializes in the form of overt
runs, which are sudden and short-lived, or in the shape
of financial distress, that is, when a large share of banks
are insolvent but remain open. Caprio and Klingebiel
(1996) use a tractable definition of systemic banking
crisis that makes the concept operational. They define
a systemic banking crisis as a case where the net worth
of the banking system is almost or entirely exhausted as
nonperforming loans use up most or all capital in the
banking system. The analysis in this chapter is based on
this definition of a banking crisis.!

A systemic banking crisis in which generalized
bank insolvency is at stake may be triggered by several
factors. It may simply be due to poor lending decisions,
excessive risk-taking, and the materialization of credit
risk. But a solvency crisis may also originate in a liquidi-
ty shock, such as a banking panic and run on deposits, or
an external factor, such as a sudden stop in capital flows.
For this second type of crisis, bankruptcies may be the
consequence rather than the cause of the crisis. Such

! However, it is acknowledged that accounting measures of capital
might not be reliable during a crisis.
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developments are typically associated with multiple
equilibria, where pessimistic expectations become self-
fulfilling. For this to happen, real costs due to illiquidity
must materialize when facing a liquidity shock, such as
an interruption in production when loans are called (as
in Diamond and Dybvig 1983) or when projects that
need additional financing to materialize are not funded
(as in Chang and Velasco 1999). These frameworks po-
tentially allow for the presence of a “good” equilibrium
with no liquidity crisis (and therefore no solvency crisis)
and a “bad” equilibrium when shocks to liquidity turn
into solvency crashes.

This chapter first discusses the typical determi-
nants and traditional explanations of banking crises,
mainly related to excessive risk-taking and materializa-
tion of credit risk. It then shifts attention to the analysis
of liquidity factors and banking crises through the lens
of sudden stops in capital flows, a development in capital
markets that severely affected Latin American countries
in the late 1990s with the emergence of the East Asian
crisis in 1997, and, most notably, the Russian crisis of
1998.2 Sudden stops are closely linked to banking crises
in emerging markets because drastic changes in relative
prices take place during those events, severely affecting
the quality of bank assets (mainly loans in foreign cur-
rency to nontradable sectors). A key element explored
in this chapter is that although there may be times when
countries are simultaneously tested (say, because of li-
quidity turmoil at the epicenter of capital markets lead-
ing to contagion across countries), there are country-
specific determinants of the likelihood of experiencing
sudden stops that are related to an important charac-
teristic of the banking sector, namely, domestic liability
dollarization.

BANKING CRISES IN LATIN AMERICA:
WHY SHOULD WE CARE?

Compared with other regions, Latin America ranked
highest in terms of the average number of crises per
country, as well as for the recurrence of banking crises,
in 1974-2003 (Table 3.1). In Latin America, 35 percent
of countries have experienced recurrent crises, almost
three times higher than in any other region. These re-
sults are striking and indicative of how much remains to
be done to achieve banking stability in the region. This
pattern of recurrent banking crises is particularly worri-
some because banking crises are indeed costly spells.
Systemic banking crises have been fiscally costly
events throughout the world, but particularly so in Lat-
in America. Based on the Caprio and Klingebiel (2003)
dataset, Figure 3.1 ranks the fiscal costs of banking cri-
ses in Latin America against other emerging countries
and Organisation for Economic Co-operation and De-
velopment (OECD) countries. On average, fiscal costs
have been greater than 20 percent of gross domestic
product (GDP) for Latin American countries, almost
twice as high as in the OECD region and about a third
more than the average for other emerging markets.
Several arguments provide a rationale for govern-
ment intervention in times of banking crises. One is
that banking crises spread the damage from financial
institutions to firms and families that risk being pushed

2 This analysis does not represent an exhaustive survey of all fac-
tors leading to financial crises. For example, the impact of subna-
tional government imbalances on the banking sector—an impor-
tant feature of crisis in some Latin American experiences—is not
directly covered here (although the impact of the fisc as a whole is
discussed in Chapter 2). Instead, the analysis focuses on the most
recent and relevant factors leading to banking crises.



FIGURE 3.1 Fiscal Costs of Systemic Banking Crises
{Percentage of GDP)

Source: Caprio and Klingebiel (2003).

toward financial distress or even bankruptcy, depending
on their reliance on credit. Another widely mentioned
argument in favor of government intervention is that a
crisis can take a toll on the functioning of the payments
system. Impediments to using deposits in the bank-
ing system force consumers and firms to rely on cash
transactions, or to suspend operations for lack of prop-
er means of payment, leading to a drastic downturn in
economic activity.’ However, maintaining a payments
system entails a series of costs: (i) money issuance to
finance a bailout may lead to currency depreciation and
higher inflation; (ii) debt issuance increases the future
tax burden on the private sector, generally distorting
consumption and investment decisions; (iii) public bail-
outs may exacerbate future excessive risk-taking on the
part of banks and borrowers, thus becoming the seed of
a new financial crisis; and (iv) government intervention
redistributes the costs of a crisis across groups and over
time, potentially causing social unrest and conflicts be-
tween winners and losers.

Banking crises result simultaneously in sizable fis-
cal costs and lower output growth. Indeed, these costs
seem to be higher the deeper the crisis. This can be
seen in Figure 3.2, which relates fiscal costs to changes
in average GDP growth three years before and after a
crisis (displaying a negative correlation of 0.51).* This
result has no causality implication per se; it only states
that intervention costs increase with the magnitude of
the crisis. However, causality can go either way because
fiscal costs depend on the intensity of the crisis, and
the crisis policies put in motion can influence the cri-
sis. Some attempts have been made to address this is-
sue. For example, Honohan and Klingebiel (2000) find

FIGURE 3.2 Fiscal Costs and Change in GDP
Growth Rate, World Sample

Source: Data from Caprio and Klingebiel (2003) and IDB estimates.

that a host of policy tools, such as liquidity support and
blanket guarantees, do not influence output loss or re-
covery time.’ A limitation of this approach is that the
cost of intervention should really be compared with the
counterfactual of no intervention in each country; how-
ever, it is difficult to find counterfactual evidence, given
that almost every financial crisis has faced government
intervention.

Not only do banking crises deeply affect key mac-
roeconomic variables in the short term, but they may
also sow the seeds for lower long-run economic growth,
A focus on immediate effects, especially when these ap-
pear to be less severe than expected, might be decep-
tive. To assess longer-term effects, a growth regression
was estimated using annual information for 76 coun-
tries over the 1974-2001 period, taking Caprio and
Klingebiel’s database as a source of indicators of bank-
ing crises.® After controlling for widely used determi-
nants and controls, results indicate that the coefficient
accompanying the financial crisis indicator is negative

3 'To date, there is not much hard evidence on the consequences of
liquidity shortages for the payments system. Commander, Dolins-
kaya, and Mumssen (2002) study the growth of bartering in Russia,
where liquidity problems emerged even before the August 1998
crisis, but they find no significant effect of the share of nonmone-
tary to total transactions—a proxy for liquidity problems—on sales
growth.

* The correlation is statistically significant at the 1 percent level.

5 Dziobek and Pazarbasioglu (1997) reach the same conclusion re-
garding liquidity support after looking at the speed and success of
bank restructuring packages in crisis countries.

¢ See Soto (2003) on the advantages of using annual data to explain
long-run economic growth. Estimations control for endogeneity.
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and significant.” Entering a financial crisis reduces an-
nual long-term growth by approximately 1 percentage
point, indicating that these episodes can be traumatic in
the longer term as well.® Financial crises distort the pri-
vate sector’s resource allocation because of heightened
uncertainty, asymmetric information, and coordination
issues. Compounding the problem, bailout policies are
prone to inefficiency, and in some cases the process of
financial crisis resolution violates property rights.

DETERMINANTS OF BANKING CRISES

In order to avoid the destructiveness and high costs of
banking crises, it is important to understand their de-
terminants. The two main causes—adverse selection
and moral hazard factors, and liquidity factors—reflect
two key concerns in the banking literature, as well as
two groups of opinions. Some observers believe that
the source of banking crises is inappropriate and poor-
ly regulated behavior by banks and borrowers. Others
emphasize liquidity shocks as a major factor not only in
triggering crises, but also in potentially changing rela-
tive prices in such a drastic way that a banking sector
that was solvent under some initial set of relative prices
may become insolvent at the new set of relative prices.
Of course, each crisis has its own particular character-
istics, but in many cases a combination of moral hazard
and liquidity factors causes banking crises. For many,
banking crises, particularly those originating in bad
banking decisions, have been accidents waiting to hap-
pen that often materialize following liquidity shocks.

Adverse Selection and Moral
Hazard Factors

A common, unifying concept on how macroeconomic
and regulatory variables affect banks is given by their
contribution to adverse selection and moral hazard
problems caused by information asymmetries. Indeed,
according to Mishkin (2003), a financial crisis is a dis-
ruption of financial markets in which adverse selection
and moral hazard problems become much worse, so
that financial markets are unable to efficiently channel
funds to those who have the most productive invest-
ment opportunities, precipitating a sharp contraction in
economic activity. Factors leading to the deterioration
of balance sheets change incentives facing banks and
borrowers (as they have less to lose if projects fail) and
contribute to increases in their risk-taking.

Real interest rate spikes are one of the most often
cited problems leading to adverse selection and moral

hazard issues. As originally ascertained by Stiglitz and
Weiss (1981), borrowers with the riskiest projects are
willing to take on high interest rates because, if their
projects succeed, they will remain the main beneficia-
ries. Thus, higher interest rates may lead to financial
instability as banks curtail credit to reduce the likeli-
hood of lending to a bad credit risk (adverse selection).
But increases in interest rates can also affect bank bal-
ance sheets because banks typically collect short-term
deposits to fund long-term projects. When interest
rates in contracts are fixed, an increase in interest rates
will quickly be reflected in the cost of (short-run) de-
posits, whereas it will take more time to pass on the
increase in the cost of funds to borrowers. Similarly, in-
terest rate hikes erode the net worth of banks in present
value terms by affecting the value of longer-term assets
more than liabilities of shorter duration. In addition,
Bernanke and Gertler (1995) note that higher interest
payments reduce cash flows of both firms and house-
holds, leading to deterioration of their balance sheets.
Large increases in uncertainty can also be a source
of banking crises, given that they make it difficult for
lenders to discriminate between good and bad credit
risks. A recession or an inflationary spike that increas-
es uncertainty about future relative prices can produce
larger uncertainty. Similarly, information problems
can lead to banking crises in times of recessions if de-
positors cannot discriminate among individual banks
in terms of their riskiness (Gorton 1988). The lack of
bank-specific information may lead to the use of aggre-
gate information in decisionmaking. Thus, panics can
occur as a consequence of recessions because deposi-
tors might expect a large number of banks to fail during
times when output growth falls. In a similar vein, Levy-
Yeyati, Martinez Peria, and Schmukler (2004) highlight
the influence of systemic factors—such as an increase
in country risk or expectations of a higher depreciation
of the currency—on depositor behavior in the case of
Argentina. Systemic factors may directly affect deposi-
tors through the perceived future value of their depos-
its—irrespective of individual bank health—or indirect-

7 The regression controls for the log of initial income per capita,
initial secondary enrollment, openness to trade, government ex-
penditure to GDP, secondary enrollment, credit to GDP ratio, as
well as dummies for low, middle and high-income countries (cap-
turing different levels of institutional development). To control for
potential endogeneity, a generalized method of moments approach
was used for estimation.

8 However, these results may be capturing the fact that financial
booms preceded many crises. Particularly given the short time
span of the data, the impact of crises on growth could be some-
what overstated.



ly through effects on the fundamentals of institutions
heavily exposed to systemic risks.

Credit booms, coupled with poor bank regula-
tion and poor supervision, may also result in moral
hazard, in particular following financial liberalization
episodes. Demirgiic-Kunt and Detragiache (1998)
find that bank franchise values tend to be lower when
financial markets are liberalized, due in part to greater
competition. Thus, arguments attributing increased
moral hazard to low bank franchise value may help ex-
plain why financial liberalization may lead to a credit
boom and increase the likelihood of a banking crisis
(Caprio and Summers 1996; Hellman, Murdock, and
Stiglitz 1994). This result is conditional on the degree
of institutional quality (usually proxied by GDP per
capita or an index of law and order), which reduces
moral hazard.

In many cases, financial liberalization is accompa-
nied by the removal of controls on international capi-
tal movements. This process opens opportunities for
banks to take on another type of risk by collecting funds
in foreign currency and lending to unhedged domestic
borrowers. In this way, banks transform currency risk
into credit risk. Not surprisingly, banking crises have
often been accompanied by currency crises (Kaminsky
and Reinhart 1999).

Although deposit insurance may be beneficial for
avoiding bank panics, it may also be a source of moral
hazard because the ability of banks to attract deposits
no longer reflects the risk of their asset portfolio and,
therefore, banks may engage in risky lending. Demirgiic-
Kunt and Detragiache (2002) find that, on average,
deposit insurance increases the likelihood of a bank-
ing crisis because the moral hazard factor more than
compensates for the reduction in the likelihood of bank
panics.

Liquidity Factors

Runs on the domestic currency in expectation of fu-
ture changes in monetary policy may introduce severe
liquidity problems in the banking system. As argued in
Calvo (1996), measures such as the ratio of monetary
aggregates to foreign reserves can be a good indicator
of the vulnerability to a run on the domestic currency,
particularly for exchange rate peg regimes.

Sudden stops in capital flows also represent a
major vulnerability to financial stability. As argued in
Calvo, Izquierdo, and Talvi (2003), a standstll in the
capital account causes major real exchange rate swings.
Banking systems facing large exposure to credit risk
based on potential changes in relative prices, as would

be the case of banks lending in foreign currency to
nontradable sectors, could therefore be at the mercy
of sudden stops. A related issue that can also conspire
against financial stability is that of public bond holdings
in bank portfolios. Public bonds in emerging markets
are typically issued in foreign currency (a characteristic
that Eichengreen, Hausmann, and Panizza (2003) call
“original sin”), while a large share of government in-
come typically comes from nontradable sectors. Thus,
governments are exposed to the same vulnerability to
changes in relative prices described above for the pri-
vate sector and may become insolvent after a sudden
stop. Therefore, large exposure of the banking system
to public bond holdings may entail a threat to bank
stability. Moreover, as stated in Calvo, Izquierdo, and
Talvi (2003), in anticipation of government bankrupt-
cy, depositors may flee the banking system to safeguard
their assets. This has been implicitly captured by Levy-
Yeyati, Martinez Peria, and Schmukler (2004), who find
that country risk was indeed a determinant of depositor
behavior for the case of the most recent banking crisis
in Argentina.

Public banks have also been placed on the list of
suspects for banking crises. Under liquidity shocks,
central banks may have additional incentives not to let
these banks fail and, by providing liquidity, may fuel the
drainage of foreign exchange reserves. Still, evidence on
the impact of public banks on the likelihood of a bank-
ing crisis is slight. Studies by Barth, Caprio, and Levine
(2004) and Beck, Demirgii¢-Kunt, and Levine (2003b)
do not find robust evidence against public ownership as
a determinant of banking crises.

Emerging markets are especially vulnerable to the
behavior of international interest rates. Seminal work
by Calvo, Leiderman, and Reinhart (1993) shows that
foreign interest rates and the foreign business cycle
explain on average 50 percent of the variance of do-
mestic variables such as the real exchange rate and the
accumulation of international reserves for the case of
several Latin American economies. Ferndndez-Arias
(1996) emphasizes the effects of international inter-
est rates on country creditworthiness as an additional,
indirect channel that may affect capital flow behavior.
Naturally, these external factors are likely to affect the
performance of the domestic banking sector, imposing
significant stress in some cases. Eichengreen and Rose
(1998) show that interest rates in the United States, Fu-
rope, and Japan tend to rise sharply and significantly in
the year preceding the onset of a banking crisis. Related
work by the same authors identifies contagion through
trade links with trading partners, or contagion due to
similar macroeconomic characteristics as in other cri-
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sis countries (under the suspicion that similar problems
may be developing) as relevant determinants of banking
crises (Eichengreen and Rose 1999).

Other Factors

Bank concentration shares both moral hazard and liquid-
ity arguments. On the one hand, concentrated banking
systems may yield higher profits and lead to lower bank
fragility in the presence of economies of scale. High prof-
its bestow a liquidity buffer against shocks and increase
the franchise value of banks. On the other hand, large
banks can benefit from “too big to fail” policies; that is,
they may have access to subsidies or liquidity provision
from monetary authorities because letting them collapse
could lead to a generalized banking crisis. This, in turn,
may lead large banks to excessive risk-taking; see, for
example, Boyd and Runkle (1993) and Mishkin (1999).
Beck, Demirgii¢-Kunt, and Levine (2003a) provide em-
pirical support for the view that bank concentration de-
creases the probability of a banking crisis, lending some
support to the first hypothesis.

Terms of trade shocks represent an additional
source of concern for banking crises, particularly so for
developing countries, which in many cases are highly
concentrated in a few commodities. To the extent that
banks are not sufficiently diversified, they can be over-
exposed to this type of shock. Caprio and Klingebiel
(1996) find that on average in 75 percent of the coun-
tries with banking crises in their database, the terms of
trade fell by more than 10 percent in the years preced-
ing the crisis.

HOW DOES LATIN AMERICA FARE?

With so many factors influencing the probability of sys-
temic failures, it is challenging to summarize their im-
pact in one consolidated measure. One way to go about
this is to combine the factors into a model that estimates
the likelihood of a banking crisis. Based on the original
specification set out by Demirgli¢-Kunt and Detragia-
che (2002), this model was updated to cover the most
recent banking crises as of end-2002. Some additional
features were added, such as institutional and bank con-
centration variables, in line with Beck, Demirgii¢-Kunt,
and Levine (2003a).° Averages of the main variables in-
fluencing the probability of a banking crisis were taken
for five country groups in three periods.!® Taking 1991
as the starting point, averages for 1995-98 and 1999-
2002 were constructed, thus splitting the sample before
and after the Russian crisis of 1998, given the impact

this event has had on macroeconomic developments in
Latin America.

Table 3.2 summarizes the evolution of the main
determinants of banking crises by region. The table
shows that Latin America has made considerable ad-
vances in reducing inflation and has been gradually
lowering real interest rates. GDP growth, a key deter-
minant of the likelihood of a banking crisis, although
vigorous in the mid-1990s, has declined since the Rus-
sian crisis. This has been particularly true for emerging
markets in Latin America. By contrast, other emerging
markets have on average been able to sustain growth
despite the Asian crisis of 1997-98, although this com-
parison should be made with care because they have had
more time to recover. Credit growth, which was high
in the mid-1990s, slowed significantly in 1999-2002,
particularly in Latin American emerging markets where
the sudden stop in capital flows following the Russian
crisis sharply decreased credit growth. Another element
stemming from this episode was the high rate of de-
valuation in the late 1990s and early 2000s. Consistent
with reduced financing and changes in relative prices,
current account deficits narrowed, particularly in Latin
American emerging markets.

Regarding banking factors, deposit insurance (the
moral hazard index in Table 3.2) in Latin America has
been in line with other emerging markets, and substan-
tially lower than in OECD countries. However, insti-
tutional strength, measured by a rule of law index, has
been feeble in Latin America. This weakness is par-
ticularly relevant in Latin American emerging markets
because, as these markets have relatively higher de-
posit insurance coverage, poor rule of law may induce
banks to take excessive risk. According to data in Beck,
Demirgii¢-Kunt, and Levine (2003a), bank concentra-
tion levels seem to have fallen steadily in Latin Amer-

? Demirgii¢-Kunt and Detragiache (2002) estmate a logit model
to convey the probability of a banking crisis, using a sample of
developing and developed countries for 1980-97. The model was
extended to cover 1980-2002. As shown in Table 3.2, many of the
variables included in the estimation are macroeconomic variables
that could in turn be influenced by a banking crisis, thus introduc-
ing endogeneity problems. This concern was addressed by work-
ing only with data before the start of a banking crisis and the first
year of the banking crisis itself, leaving aside data for crisis years
following that of the origin of a crisis. Given that the timing of the
origin of banking crises is typically defined early on, before the cri-
sis becomes systemic, this strategy should ameliorate endogeneity.

10 These groups are Latin America, emerging markets in Latin
America (countries where external bond markets and capital flows
play an important role, as defined by J.P. Morgan’s Global Emerg-
ing Market Bond Index, or EMBI global), other emerging markets
around the world, the consolidated group of emerging markets,
and OECD countries.
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ica, although this also seems to have been a feature of
other emerging markets.

Putting all these factors together, a rough measure
of the probability of a banking crisis in the region was
computed using the above-mentioned empirical model.
Variables that turned out to be significant at the 10 per-
cent level were macroeconomic variables such as GDP
growth, real interest rates, terms of trade growth, ex-
change rate depreciation, and credit growth; institu-
tional variables such as deposit insurance, rule of law,
and GDP per capita; and banking variables such as con-
centration and the credit to GDP ratio. Additional vari-
ables, such as holdings of public sector securities, the
ratio of public bank assets relative to total bank assets,
and deposit dollarization, did not turn out to be sig-
nificant. This may be due to the availability of data for
these variables only from 1995 onward, whereas data
for most other variables start in the 1980s.

Given that the OECD group has been by far the
most stable among the regions considered here, its
probability of a crisis was taken as a benchmark for
comparison against other groups. Not surprisingly, on
average Latin America experienced a lower probabil-
ity of crisis in the mid-1990s than in 1999-2002, but
much of this effect was driven by the performance of
Latin American emerging markets, indeed countries
with strong ties to capital flows. Other emerging mar-
kets, after weathering the East Asian crisis of 1997-98,
have managed to decrease the likelihood of a banking
crisis. Although data for 2003 are not available for all
countries, there are indications that many Latin Ameri-
can emerging markets are recovering from the sudden
stop disaster and experiencing greater growth, lower
interest rates, and currency appreciation, thus lower-
ing the likelihood of a crisis. It is precisely at this stage
that countries should face the challenge of addressing
remaining barriers to bank stability.

THE STANDARD APPROACH
TO BANKING CRISES

A well-established view about the emergence of bank-
ing crises in developing countries usually sets financial
liberalization as a starting point for the unraveling of
events leading to a crisis (see, for example, Mishkin
2003). In the recent past, countries throughout the
world have moved toward policies that remove caps on
interest rates, reduce reserve requirements, ease entry
barriers, and privatize banks, leading in many cases to
the appearance of foreign financial intermediaries rep-
resenting a substantial share of the banking system.!!

This movement has strong foundations in the
work of McKinnon (1973) and Shaw (1973), who ar-
gue that financial repression represented a barrier to
capital accumulation because low or even negative real
interest rates for depositors suppressed private savings,
thus reducing the amount of funds available to finance
investment. Financial liberalization could bring on the
benefits of increased savings and the resulting increase
in financial depth would accelerate growth.

However, as the crises of the 1980s and 1990s il-
lustrate, things did not turn out as bright as originally
expected.!? The traditional explanation for these poor
results puts the blame on the remarkably rapid expan-
sion of credit, a factor that created challenges for both
financial institutions and bank supervisors. In a context
of weak financial regulation and supervision, and im-
plicit or explicit government safety nets, excessive risk-
taking on the part of depositors, borrowers, and banks
would be the most likely outcome. To start with, banks
typically lacked proper assessment systems to adequate-
ly price risk. And bank supervisors found it extremely
difficult to cope with the lending boom, given that avail-
able resources were scarce in many cases, thus putting
strain on their ability to monitor new loans appropriate-
ly. Excessive risk-taking opened the door for financing
poor credit risks and eventually led to the emergence
of a substantial amount of nonperforming loans. This,
in turn, was reflected in the low performance or fall in
stock market prices in advance of the crisis.!?

Given that in many cases financial liberalization
coincided with the removal of capital account restric-
tions, much of the lending boom was financed through
the entry of capital, sometimes directly mobilized by
the banking system through increases in bank liabilities
with foreigners. This strategy, in turn, made countries
more vulnerable to external liquidity shocks.

"To substantiate this approach, Figure 3.3 sums up
the evidence on the behavior of a key set of variables be-
fore and after banking crises. For comparison purposes,
values are given relative to those prevailing at the time
of crisis, marked as time “I” in the figure. Values rep-
resent annual averages across countries for each time
period and span seven years (three years before, three
years after, and the year of the crisis), based on Caprio

11 While foreign entry was intense in the 1990s, the elimination of
financial repression can be traced back to the 1970s.

12 Empirical work by Demirgii¢c-Kunt and Detragiache (1998)
stresses the relevance of financial liberalization as a determinant of
the probability of a banking crisis.

13 Indeed, Kaminsky and Reinhart (1999) find stock market price
behavior to be a good early warning signal of banking crises.



FIGURE 3.3 Performance of Selected Variables before and after Banking Crises
(Series normalized by values at time of crisis, T)
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FIGURE 3.3 Continued

Source: IDB calculations based on BANKSCOPE, IMF, and World Bank data.

and Klingebiel’s dataset of banking crises to determine
the beginning of a crisis. Averages are shown for the
complete set of countries with systemic crises recorded
since the late 1970s, as well as for emerging markets in
Latin America only.

The figure shows that capital flows collapse at the
time of a banking crisis, and bank debt with foreign
creditors starts falling two years in advance of the crisis.
Credit growth peaks two years in advance of the crisis
before plummeting, particularly for Latin America. For
the full set of countries, real interest rates before the cri-
sis are about two times greater than after the crisis, and
again this gap is larger for Latin America. It is interesting
to note that growth in the real stock market index stops

abruptly well before the crisis develops. The pre-crisis
rise in the real exchange rate (real currency appreciation)
is followed by depreciation (even before the time of the
crisis for the full sample of countries), working against
balance sheet valuation in nontradable sectors.!* These
events are accompanied by some deterioration in output
growth before the crisis, and a substantial fall at the time
of the crisis that is Jarger for the Latin American sample.

Many of the above measures are consistent with
a weakening of the banking system. This can place
substantial pressure on central bank monetary and ex-

14 A negative value indicates depreciation.



change rate policy because it reduces the likelihood that
the monetary authority will be able to successfully de-
fend the currency in case of a speculative attack. High
interest rates may topple already fragile institutions—
both banks and firms—and thus the central bank may
be further constrained in averting exchange rate depre-
ciaton. Limitations in using the interest rate leave the
door open for speculative attacks and currency crises,
which are often observed during banking crises, a char-
acteristic that has led to the coining of the term “twin
crises.” This topic is explored in detail by Kaminsky
and Reinhart (1999), who find that banking crises are a
good predictor of currency crises. In addition to these
considerations, the realization that a potential banking
system bailout is equivalent to increased transfers that
the government must make in the future (implying pro-
spective fiscal deficits) may represent another reason for
an attack on the currency (Burnside, Eichenbaum, and
Rebelo 2001b).

These explanations are consistent with the view
that banking crises that originate in poor banking de-
cisions are plainly accidents waiting to happen. They
often materialize following liquidity shocks or access to
new information about the poor quality of loans and fu-
ture bailouts. Figure 3.3 also shows another set of vari-
ables whose behavior points toward liquidity problems.
The growth rate of bank deposits deteriorates substan-
tially, a sign of stress on bank liquidity. The growth rate
of international reserves also decreases. The marked
growth in central bank claims on commercial banks
following a crisis also represents a sign of assistance to
banks under liquidity distress.

LIQUIDITY, CRISIS BUNCHING,
AND COORDINATION

There is no doubt that the financial liberalization/
moral hazard view has a lot of merit in explaining the
path to banking crises. It explains many of the experi-
ences in the 1980s and 1990s in which liquidity shocks
were the trigger. However, liquidity factors may be rel-
evant beyond starting crises. In particular, the frequen-
cy and coincidence of liquidity shocks across countries
in the 1990s suggest that these events are important in
their own right.

Several recent studies have worked out models re-
lating banking and currency crises, stressing a particu-
lar characteristic of vulnerability that is not necessar-
ily related to moral hazard. Chang and Velasco (1999),
for example, refer to the illiquid nature of investment
projects, which may require additional financing before

their returns can materialize, so that a liquidity shock
may lead to a banking crisis with a currency crisis.
Aghion, Bacchetta, and Banerjee (2001) rely on liabil-
ity dollarization coupled with incomplete pass-through
from the exchange rate to domestic prices to explain
how currency depreciation can lead to a fall in net
worth, reduced investment, and a drop in future money
demand that validates currency depreciation. This pro-
vides a rationale for self-fulfilling expectational shocks
that could push an economy into crisis.!’

Even more important is the fact that several bank-
ing crises seem to have come about in bunches. It would
be difficult to provide an explanation for this bunch-
ing behavior by placing the burden only on moral haz-
ard or the sudden realization that a bailout may occur.
This would imply that many countries were facing very
similar conditions at about the same time and that poli-
cies were pushed to their sustainability limit in regions
as different as East Asia, the Middle East, and Latin
America. Instead, this behavior suggests the existence
of a coordination element, that is, an event or market
characteristic that makes investors react simultaneously
and in the same direction.

The sudden stop in capital flows following the
Russian crisis of August 1998 represents a milestone
for Latin America and a relevant coordination factor
for emerging markets in general that merits atten-
tion. Several countries with diverse fundamentals ex-
perienced a severe standstdll in capital flows. For the
seven largest Latin American economies (representing
about 90 percent of Latin American purchasing-power-
parity-adjusted GDP), these flows represented on aver-
age more than 5 percent of GDP just before the Rus-
sian crisis, and about 2 percent of GDP less than one
year later (see Figure 3.4a). The halt in capital flows
was accompanied by a deleveraging of domestic debt,
as indicated by the contraction in credit shown in Fig-
ure 3.4d. Equally dramatic was the collapse in the cur-
rent account deficit (see Figure 3.4b) and the increase
in the real exchange rate (Figure 3.4c). As a result, GDP
growth fell on average from 7 percent before the crisis
to —2 percent after the crisis.

15 Liability dollarization could also be seen as yet another case of
moral hazard, where borrowers take excessive risk on expectation
of a bailout when depreciation occurs. While this element obvi-
ously contributes to liability dollarization (see for example, Tornell
and Westermann 2002), liability dollarization may also be the con-
sequence of currency substitution following periods of high and
volatile inflation, coupled with the intention of the monetary au-
thorities to stabilize the banking system by allowing for deposits in
foreign currency so that withdrawals due to currency substitution
are reduced (see Chapter 4).
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FIGURE 3.4 The Sudden Stop in Capital Flows in Latin America after the Russian Crisis of 1998

Note: Values are averages for Argentina, Brazil, Chile, Colombia, Mexico, Peru, and Venezuela.

Source: IDB calculations based on data from central banks.

The magnitude of this event calls for an explana-
tion regarding the nature of the coordination process
and its consequences. Several theories rely on conta-
gion elements to explain coordination. For example,
contagion between two countries could be due to the
fact that they belong to a particular asset class (as in
Rigobdn 2001), borrow from the same banks (Rijckeg-
hem and Weder 2003), or share a set of overexposed

mutual funds (Broner and Gelos 2003). Calvo (1999)
suggests that developments in credit modalities at the
heart of capital markets may explain why a shock such
as the collapse of the Russian ruble may have worked
as a virus that spread to other countries with few com-
mercial or financial links. Consider a scenario in which
a set of sophisticated (or informed) investors, who typi-
cally collect information about a country at a cost, face



a liquidity shock due to adverse developments in one
country. This could happen, as was the case of the Rus-
sian crisis, because of a margin call due to a fall in the
price of holdings of Russian bonds.!® Margin calls, in
turn, may force investors to trigger sales of assets from
other countries in their portfolios in order to restore li-
quidity. Now add to this framework a set of uninformed
investors who cannot observe whether sales of the in-
formed investors are motivated by lower returns on
projects or by margin calls. In this context, uninformed
investors may interpret the fact that the informed in-
vestors are staying out of the market for emerging mar-
ket securities (or massive asset sales) as an indication of
lower returns. Thus, uninformed investors may decide
to get rid of their holdings as well, although the cause
of informed investors’ sales was indeed due to margin
calls.””

This framework could explain the unfolding of li-
quidity shocks that spread all over emerging markets in
1998-99, rationalizing the sudden stop in capital flows.
An empirical counterpart was constructed to see wheth-
er bunching is a characteristic common to sudden stops.
This measure, which captures the fact that sudden stops
are large and unexpected shocks to the capital account,
was obtained by identifying negative changes in capi-
tal flows exceeding two standard deviations below the
mean (Calvo, Izquierdo, and Mejia 2004).!® Figure 3.5
shows the results for a group of 32 countries (evenly
split between OECD countries and emerging markets).
There are spikes for emerging markets in 1994-95 and
1998-99, coinciding with the Tequila and East Asian/
Russian crises, and a spike for OFE.CD countries in 1993
as a result of the exchange rate mechanism crisis.

Within a window stretching one year before and
after the Russian crisis, Argentina, Chile, Colom-
bia, Ecuador, Indonesia, Korea, Peru, the Philippines,
"Thailand, and Turkey were all in a sudden stop phase.
Of this group, five countries (Argentina, Chile, Colom-
bia, Ecuador, and Turkey) entered a period of sudden
stop in 1998 or 1999. Such a heterogeneous group in
terms of fiscal stance and other macroeconomic mea-
sures makes it difficult to argue that there was a com-
mon flaw in fundamentals driving these episodes, other
than the fact that they are all emerging markets.!® This
suggests that these episodes were not necessarily crises
just waiting to happen, although there may be factors
that made them more prone to crisis.

Sudden stops can be devastating, particularly for
economies that are both closed in terms of their supply
of tradable goods and liability dollarized. As analyzed in
Calvo, Izquierdo, and Talvi (2003), a standstill in capi-
tal inflows means a rapid adjustment of the current ac-

FIGURE 3.5 The Bunching of Sudden Stop Events
in Emerging Markets and Developed
Economies

Source: Calvo, Izquierdo, and Mejia (2004).

count deficit, implying that the gap needs to be closed
promptly. The resulting fall in aggregate demand will
induce a fall in the price of nontradable goods relative
to that of tradable goods, so that the real exchange rate
(defined here as the inverse of this relative price) will
rise.?’ It turns out that the smaller the supply of trad-
able goods relative to the absorption of tradable goods
in any particular country, the larger will be the rise in
the real exchange rate. This occurs because the lower
the supply of tradable goods, the larger will be the re-
quired fall in the absorption of tradable goods following
a sudden stop. Thus, the fall in demand for nontrad-

16 Margin calls are demands for cash that a lender will ask from
an investor who has borrowed funds using some of the purchased
assets as collateral. These cash demands materialize when a fall in
the price of assets calls for a replenishment of inidal collateral to
comply with loan conditions.

17 This can occur when the variance of returns to projects is suf-
ficiently high relative to the variance of the liquidity shock of in-
formed investors.

18 This study describes additional criteria defining the construction
of this variable.

1 For a detailed treatment of the Latin American episodes, see
Calvo, Izquierdo, and Talvi (2003).

20 For a small open economy, the price of tradable goods is given
from abroad. In order to close the current account gap, the de-
mand for tradable goods will fall. As long as nontradable goods are
complements in consumption with tradable goods, then demand
for nontradable goods will fall as well, inducing a fall in the price
of nontradables. Thus, the real exchange rate will rise. See Calvo,

. Izquierdo, and Talvi (2003) for a detailed treatment.
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able goods will also be larger, and so will the fall in the
price of nontradables. Therefore, if the change in the
real exchange rate is large and nontradable sectors are
liability dollarized, massive bankruptcy will likely ensue
as net worth vanishes given the large increase in debt
relative to income from sales of nontradable goods. To
the extent that the banking system is a major source of
funding of nontradable sectors (see Chapter 4), a bank-
ing crisis will likely follow.

In this scenario, a banking system thatlooked sound
at a particular set of relative prices prevailing before the
liquidity shock may go bankrupt at the new set of relative
prices (just as in Aghion, Bacchetta, and Banerjee 2001).2!
In addition, governments of emerging markets typically
face the same valuation problem after the change in rela-
tive prices because their debt is also highly dollarized, so
they will eventually lack the resources needed to provide
assistance to the banking system. Therefore, in expecta-
tion of a substantial increase in the real exchange rate
following a sudden stop, there may be a run on bank de-
posits, given that in many cases bank assets are mainly
dollar loans to nontradable activities and government se-
curities that will be worthless after the collapse in the real
exchange rate (see Chapter 2).

Sudden Stops and Banking Crises:
Another Set of Twin Crises?

Given the potental effects of sudden stops on the
banking sector, and particularly because of the appar-
ent bunching of banking crises and sudden stops, the
next step is to analyze whether banking crisis and sud-
den stop indicators signal their occurrence more or less
simultaneously. A sudden stop is considered tied to a
banking crisis if it occurs within a time window of two
years before and after the beginning of a banking cri-
sis (in line with the analysis in Kaminsky and Reinhart
1999). Table 3.3 presents the percentage of banking cri-
sis episodes that materialized together with a sudden
stop, as well as the percentage of sudden stop episodes
that occurred together with a banking crisis.

On average, about 56 percent of banking cri-
ses came hand in hand with sudden stops. This result
changes slightly across the Latin American, emerg-
ing market, and OECD groups. By contrast, there are
striking differences by group in the proportion of sud-
den stops that materialized jointly with a banking crisis.
Whereas about 73 percent of sudden stops in emerging
markets occur contemporaneously with banking crises,
this figure drops dramadcally to about 29 percent for
OECD countries. This fact may reflect several differ-
ences between emerging markets and OECD coun-

tries. The magnitude of changes in the capital account
(exceeding two standard deviations below the mean) is
small relative to the size of GDP or credit to the private
sector in OECD countries, but it is large for emerging
markets. OECD economies have a substantial supply
of tradable goods and are therefore less subject to large
swings in the real exchange rate. In addition, OECD
governments typically do not lose access to financing in
times of crisis and may therefore have enough resources
available to contain a banking crisis.

These differences suggest that the likelihood of
a sudden stop occurring at the same time as a bank-
ing crisis is high for emerging markets. Two additional
characteristics increase this likelihood: liability dollar-
ization and the exchange rate regime. The impact of
the former is related to balance sheet effects that have
already been analyzed. Fixed exchange rates may be re-
lated to financial instability when pegs generate a moral
hazard problem given the lack of incentives for private
agents indebted in dollars to hedge their foreign expo-
sure when the government has a commitment to main-
tain the exchange rate (Eichengreen and Hausmann
1999). That is, currency mismatches could be more of
a problem under fixed regimes. Ironically, the severity
of the moral hazard problem raised by fixed exchange
rates increases with the credibility of the regime.

In the complete sample of countries, having a de
facto fixed exchange rate regime increases the number
of sudden stops linked to banking crises from about 56
percent to about 63 percent.?? High dollarization in-
creases the number of twin sudden stop and banking
crisis episodes to 75 percent of all sudden stops.2? How-
ever, for cases that are highly dollarized and have a fixed
exchange rate regime, 100 percent of sudden stops ma-
terialized together with banking crises. Interestingly,
these cases comprise only emerging market countries.

The results in Table 3.3 show that the combination
of fixed exchange rates and liability dollarization could
be costly because under this scenario sudden stops and
banking crises are more likely to occur at the same time.
Figure 3.6 plots the same set of variables shown in Fig-

2 The case of the banking crisis of 2002 in Argentina may fall
in this category. Previous to the sudden stop the country experi-
enced in 1999, its banking system was considered one of the best-
regulated and supervised in developing countries.

22 From Levy-Yeyati and Sturzenegger (forthcoming), a country is
assumed to have a de facto fixed exchange rate regime if it has suf-
ficiently low variance of changes in the nominal exchange rate and
high variance in foreign reserve accumulation.

2 A country has high dollarization if its level of bank asset dollar-
ization as a share of GDP is in the 75th percentile of the sample
of countries.



ure 3.3 to assess their behavior during a banking crisis,
restricting the sample of banking crises to episodes that
were accompanied by sudden stops. Not surprisingly,
the variables react more markedly relative to their aver-
age behavior when sudden stops are involved as well. In
particular, the decreases in capital inflows, foreign bank
liabilities, credit growth, and post-crisis output growth
are more remarkable. Real exchange rate depreciation
and real interest rates are also much higher.

Banks and the Likelihood
of Sudden Stops

So far the evidence has pointed toward an exogenous
coordination element in sudden stops, particularly be-
cause of the observed bunching of these events, group-
ing countries with different fundamentals such as fiscal
stance, monetary policy, and indebtedness levels. Yet,

Calvo, Izquierdo, and Talvi (2003) point out that coun-
tries that are most vulnerable to sudden stops have three
elements in common related to trade, banking, and fis-
cal characteristics: (i) a short supply of tradable goods
relative to the absorption of tradables; (ii) a high de-
gree of liability dollarization; and (iii) high debt levels.
All three characteristics mainly result from poor domestic
policies. "1ypically, periods of very high inflation lead to
currency substitution and eventually liability dollariza-
tion; restrictive trade policies induce scarce production
of tradable goods at competitive prices; and poor fiscal
policy leads to high levels of government debt.

Could these same sources of vulnerability to sud-
den stops in turn affect the likelihood of a sudden stop?
If this were the case, then sudden stops in capital flows
would not be purely exogenous events. The fact that
these liquidity shocks could have costly effects could
open up opportunities for endogenous behavior.
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FIGURE 3.6 Performance of Selected Variables before and after Banking Crises for Episodes Accompanied
by Sudden Stops, All Countries




FIGURE 3.6 Continued

Note: Data are in levels,
Source: IDB calculations based on BANKSCOPE, IMF, and World Bank data.

With this in mind, Calvo, Izquierdo, and Mejia
(2004) estimate a model of the probability of experienc-
ing a sudden stop based on a set of determinants that
includes two key vulnerability variables as well as a set
of control variables typically associated with crisis. The
vulnerability variables are a proxy (w) for the potential
change in relative prices that would occur were a sud-
den stop to take place, and domestic liability dollariza-
tion. The proxy o is the ratio of the supply of tradable
goods relative to the absorption of tradables (a smaller
o implies greater potential change in relative prices fol-
lowing a sudden stop; see footnote 20). Dollarization

is defined as the ratio of loans in foreign currency ex-
tended by domestic banks as a share of GDP.

The estimation results highlight the significance of
o and liability dollarization in explaining the likelihood
of a sudden stop and capture potential balance sheet ef-
fects that could prove crucial in explaining the probabil-
ity of a sudden stop. Other relevant variables are terms
of trade growth and, for some specifications for emerg-
ing markets, exchange rate inflexibility. The results are
consistent with those presented in Table 3.3, indicating
that sudden stops are more likely to occur with bank-
ing crises in cases where bank dollarization is high. The
fact that this banking sector characteristic could become
instrumental in deciding the likelihood of a sudden stop
shows that there are close links between the banking
sector and macroeconomic developments.
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FIGURE 3.7 The Supply of Tradable Goods, Domestic
Liability Dollarization, and Probability
of a Sudden Stop

Note: o is the ratio of the supply of tradable goods to the absorption of
tradables.
Source: Calvo, Izquierdo, and Mejia (2004).

Moreover, the significant interactions between the
potental change in relative prices captured by o and do-
mestic liability dollarization suggest that, when put to-
gether, these two factors could be dangerous. Figure 3.7
illustrates this point by indicating how the probability of
a sudden stop changes as o increases for alternative levels
of domestic liability dollarization. Increases in the prob-
ability of a sudden stop when ® decreases are mild for
low levels of dollarization.?* By contrast, the probability
of a crisis at high levels of dollarization increases dra-
matically when o decreases, showing the highly nonlin-
ear interaction between these two variables.?® Thus, the
same change in relative prices may be manageable for an
economy with a low level of dollarization of its banking
system but deadly for a highly dollarized one.

Are sudden stops exogenous events or are they
endogenously connected to banking system and trade
structure features? The fact that sudden stops come in
bunches suggests that there is an exogenous element to
them. Yet, the fact that banking system features may af-
tect the probability of experiencing a sudden stop indi-
cates the presence of endogeneity.

Perhaps a good example to clarify this issue is a
comparison between the sudden stops experienced by
Argentina and Chile in 1999. According to the prob-
ability model described above, by 1999, Argentina had
a strong likelihood of falling into a sudden stop phase
given its high level of liability dollarization and the po-
tential change in relative prices; in fact, a sudden stop
materialized in 1999. By contrast, Chile’s likelihood of

falling into a sudden stop mode was much smaller than
that of Argentina. Yet, like Argentina, Chile was sub-
ject to a standstill in capital flows. As pointed out by
Caballero, Cowan, and Kearns (2004), and consistent
with recent research on institutional determinants of
contagion—linking financial contagion to character-
istics of developed economy markets and investors—a
country like Chile may have been contaminated by a
crisis event in another emerging market for several rea-
sons beyond standard fundamentals.?® Although Chile
has made large strides in overcoming financial fragility,
it remains vulnerable to sudden stops simply because of
specialist or neighborhood effects.

POLICY RECOMMENDATIONS
AND OPEN QUESTIONS

Countries have strong incentives to work hard to avoid
the massive costs and thorny dynamics of banking
crises. This chapter has raised several key issues that
should provide guidance in terms of actions that policy-
makers might want to pursue in order to minimize the
risk of a banking crisis.

A set of macroeconomic variables and banking
variables contributes to moral hazard issues. These
should be addressed both by attacking the sources of
the problem and shoring up enforcement of regula-
tion and supervision. The latter is crucial and is dealt
with in detail in Chapter 5. Specific determinants such
as deposit insurance and its proper use and funding, as
well as bank concentration and its causes, are covered in
Chapters 7 and 9.

Yet, many of the determinants of banking crises
are linked to macroeconomic developments, and all
point to the need for a more stable environment. High
real interest rates, high inflation, and recessions affect
the screening capacity of banks and the balance sheets
of banks and borrowers. Although fiscal laxity and high

24 Low dollarization is defined as the level of dollarization for the
country representing the 5th percentile of the sample.

¥ High dollarization is defined as the level of dollarization for the
country representing the 95th percentile of the sample. Nonlinear-
ity is common to all probit models. However, as many estimations
have shown, this nonlinearity could be very small for the relevant
range of a sample, something that does not occur in this context.
Similarly, estimations using a linear probability model also find
significant interaction terms between  and liability dollarizadon,
indicating the presence of nonlinearity within a linear framework.
See Calvo, Izquierdo, and Mejia (2004) for details.

26 In fact, the fundamentals were not significant in explaining the
probability of a sudden stop in Chile.



inflationary episodes seem to be a thing of the past in
Latin America, the region remains subject to spells of
high real interest rates and recessions.

Much of the macroeconomic instability of the
1990s was linked to developments in capital markets.
Calvo, Leiderman, and Reinhart (1993) stress the point
that emerging markets are particularly vulnerable to
external conditions, as much of the behavior of vari-
ables such as the real exchange rate and international
reserves can be explained by international factors. The
early 1990s witnessed a period of high capital inflows to
emerging markets given the low interest rates prevail-
ing in the United States. Even at that time, the authors
wondered about the readiness of countries to face a re-
versal in external conditions.

The bonanza of the early 1990s, due to interna-
tional liquidity coupled with processes of financial lib-
eralization and the removal of capital account restric-
tions, was reflected in a lending boom in domestic
banking systems, which raised moral hazard issues and
pushed regulatory and supervision agencies to the lim-
its of their capacity and available resources. Therefore,
policy recommendations in this area stress the impor-
tance of sequencing, that is, setting up well-functioning
regulatory and supervisory structures in advance of lib-
eralization. For example, Mishkin (2003) suggests that
in the absence of such structures, it may be worthwhile
to restrict the growth of credit, perhaps by setting lim-
its on loan-to-value ratios or requiring minimum per-
centages for down payments.

High capital inflows also exposed countries to li-
quidity shocks that in many cases turned into sudden
stops. This fact points toward policy recommendations
aimed at reducing the likelihood of a sudden stop, as
well as the design of banking systems with reduced
exposure to foreign liquidity shocks. Working on re-
ducing the likelihood of a sudden stop calls for steady,
long-term efforts, which include increasing the supply
of tradable goods and reducing domestic liability dol-
larization. The latter is a particularly difficult issue be-
cause Latin America has been plagued with high and
volatile inflation in the past, forcing people to rely on
foreign currency as a coping mechanism.

As Chapter 4 argues, the relevance of minimum
variance portfolio arguments in explaining deposit dol-
larization suggests that policies that work on reducing
domestic price volatility are good candidates in reduc-
ing dollarization. In principle, such policies include the
introduction of credible central bank independence and
monetary regimes aimed at stabilizing inflation, for ex-
ample through inflation targeting. However, even if this
is the right way to go, it may be difficult for countries to

credibly maintain such policies given the magnitude of
capital account reversals and the effects of sudden stops.
These events may force countries to abandon inflation
pegs or to endogenize monetary policy, either because
of fiscal dominance when governments go bankrupt or
because of banking system bailouts. A key issue is how
to preserve credibility given the exposure of emerging
markets to systemic capital account shocks. Caballero
and Krishnamurthy (2003b) point to the need to estab-
lish contingent monetary policy programs that explain
in advance the monetary policy to be followed in the
event of a sudden stop.

There is a tension that needs to be addressed re-
garding the design of banking systems and allowance
for domestic dollarization. In countries that have ex-
perienced substantial currency substitution, having a
banking system working only with domestic currency
subjects it to deposit withdrawals that may be entirely
due to volatility in domestic money demand. Thus, the
introduction of foreign currency deposits may stabilize
the banking system. However, dollarization of deposits
may lead to lending in foreign currency to nontradable
sectors, thus increasing the likelihood of a sudden stop.
A similar trade-off arises regarding the size of the bank-
ing system: allowing deposits in foreign currency brings
home resources that may otherwise stay abroad, yet it
increases the system’s vulnerability to external shocks.
Judging from experiences such as Argentina’s in the
1990s, in which the banking system expanded dramati-
cally once dollar deposits were allowed but then con-
tracted following the crisis of end-2001, it may be worth
thinking about alternatives that attain stable financial
deepening, even if this process takes time. It will involve
offering depositors saving alternatives to dollar holdings,
such as deposits indexed to the consumer price index.

Appropriate pricing of asset risk is a vehicle for
limiting dollar asset holdings by banks. Although this
topic is covered in more detail in Chapter 6, it is worth
touching on here because it represents an additional el-
ement contributing to the dollarization hazard. In part,
banks may lend in foreign currency to nontradable sec-
tors because of their expectation to be bailed out in case
of a drastic change in relative prices following a crisis.
This issue could be addressed if the pricing of those
loans took into account this credit risk.?” Alternatively,

27 There are many sources of credit risk, and loans to some trad-
able sectors may be even riskier than loans to nontradables once
other sources of risk are considered. Yet the substantial exposure
of emerging markets to liquidity shocks and the dramatic changes
in relative prices observed in the region imply that exposure to this
type of risk should not go unnoticed.
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some have proposed the introduction of loans contin-
gent on the evolution of a relative price such as the real
exchange rate to mitigate this risk.

Governments have been exposed to dramatc sus-
tainability problems in the aftermath of a sudden stop
(Calvo, Izquierdo, and Talvi 2003). Therefore, it is
worrisome that banking systems in Latin America hold
a substantial pordon of government assets, which are
typically priced at face value, following bank regulation
practices in developed countries. A comparison of the
price volatility of public bonds in Latin American coun-
tries vis-a-vis those in OECD countries for the period
1993-2004 suggests that volatility in Latin American
countries is about three times greater than in OECD
countries (Chapter 2). Once again, appropriate risk
pricing would substantially reduce the vulnerability of
the banking system to liquidity shocks.

Another factor that affects emerging markets and
their banking sectors is terms of trade shocks. Caprio
and Klingebiel (1996) note that terms of trade shocks
represent an additional source of concern when coun-
tries specialize in a few commodities.

Caballero, Cowan, and Kearns (2004) place relative
significance on the development of currency derivative
markets as an element that allows the domestic banking
sector to play a key role as a shock absorber. They com-
pare the cases of Australia and Chile, two countries that
are similar in the sense that both face external shocks
due to sizable fluctuations in terms of trade. However,
in contrast to the situation in Chile, the authors find
that Australia’s banking sector is well hedged and there-
fore able to smooth out external shocks.



FOUR

Financial Dollarization

INANCIAL dollarization is a distinguishing

feature of the banking sector in many Latin

American and the Caribbean countries.! Fig-
ure 4.1 shows the extent of deposit and loan dollariza-
tion for 22 countries in the region in 2001. The av-
erage levels of deposit and loan dollarization were 35
and 46 percent, respectively. Behind these averages is
a wide regional disparity in dollarization levels. Dollar
deposits in Bolivia, Uruguay, and Argentina account-
ed for more than 70 percent of total bank deposits in
2001. At the other extreme, Brazil, Venezuela, and Co-
lombia limited dollarization by imposing restrictions
or outright prohibitions on holding foreign currency
deposits.

Figure 4.1 also shows that financial dollariza-
tion is not a uniquely Latin American phenomenon
but is relatively widespread across all emerging market
economies. On average, the share of dollar-denomi-
nated loans in non-Latin American emerging markets
was approximately 40 percent in 2001, just below the
Latin American share. For high-income economies,
dollarization levels were substantially lower, averag-
ing less than 15 percent of loans. Furthermore, aver-
age dollarization of banking deposits in Latin Ameri-
ca and the Caribbean and other emerging economies
has grown over the past 10 years. Figure 4.2 shows
increasing levels of dollarization in all but the high-
income economies.

Dollarization levels vary not only across countries,
but also across categories of loans and deposits within
countries. For a start, in the countries for which data
are available, dollarization is higher in time deposits
than in demand deposits (Figure 4.3). This is true in
Chile and Mexico, where overall dollarization is rela-
tively low, and in Argentina, where only time deposits
are highly dollarized. In Peru, the picture is slightly dif-
ferent: although dollarization of demand deposits is still
lower than time deposits, it is also considerably higher
than the level of dollarization of demand deposits in Ar-
gentina. This suggests that while in Argentina foreign
currency is used primarily as a store of value, in Peru it
is also used for transactions.

Bank loan data also show differences in dollariza-
tion levels by maturity. The countries in Table 4.1 (with
the exception of FEl Salvador and the Dominican Re-
public) have greater dollarization of longer-term mort-
gage loans than of shorter-term consumer loans. For
some countries in the region, Table 4.1 also shows dol-
larization of commercial loans, which is always greater
than that of consumer or mortgage loans.

There is high cross-country correlation between
the levels of dollarization of domestic deposits and
loans (Figure 4.4). 'This feature of the banking systems
is due to the existence of prudential measures that limit
net foreign exchange positions at the bank level (World
Bank 2003). Additional data indicate that foreign as-
sets make up a minor part of the portfolio of banks in
Latin America, which suggests that the vast majority of
dollar loans are issued to domestic agents (World Bank
2003).

A potential shortcoming of all the measures of
dollarization discussed so far is that they do not in-
clude offshore dollar deposits and loans, which consti-
tute a substantial share of investors’ portfolios in Latin
American countries. Figure 4.5 shows the importance
of offshore deposits in the total deposits of the nonfi-
nancial sector (firms and households). Iwo features are
worth pointing out. First, offshore deposits make up a
substantial share of total deposits for most countries in
Latin America. Second, offshore dollarization accounts
for close to 100 percent of total deposit dollarization
in Brazil, Colombia, and Venezuela—all countries with
severe restrictions on onshore dollar deposits. This il-
lustrates one of the main trade-offs faced by policymak-
ers wishing to reduce dollarization levels by regulation:
restricting financial dollarization may come at the cost
of increased offshoring and smaller domestic financial
systems.

! The term dollar refers to any asset or liability denominated in
a foreign currency; peso contracts are financial contracts denomi-
nated in the domestic currency. Financial dollarization refers to debt
contracts denominated in or indexed to a foreign currency.
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FIGURE 4.1 Deposit and Loan Dollarization
in Latin America, 2001
(Percent}

*Denotes countries where there is no information for loan dollarization.
Note: Gountries grouped using World Bank income categories.

Source: De Nicolé, Honohan, and Ize (2003); Arteta (2002); Bank
Superintendency of the Daminican Republic.

DOLLARIZATION AND MISMATCHES

The discussion above highlighted two key features of
the banking system in Latin America and the Carib-
bean: (i) banks match dollar deposits with dollar loans,
and (ii) a high proportion of those dollar loans are on-
lent domestically to consumers and firms, not reinvest-
ed abroad. Banks are following prudential regulations
by not holding open positions in a foreign currency
and by hedging against exchange rate risk. However, by
lending dollar debt to domestic firms, many banks may
be trading exchange rate risk for default risk, shifting
their currency mismatch from their own balance sheets
to those of firms and consumers.

The financial vulnerabilities that may arise when
firms are highly leveraged in dollar debt have taken
center stage in policy debate in many countries follow-
ing the Asian financial crisis (Aghion, Bacchetta, and
Banerjee 2001; Krugman 1999; Céspedes, Chang, and
Velasco 2000). Firms that borrow in a foreign currency
and produce output whose price does not move in pace
with the exchange rate face a currency mismatch be-
tween liabilities (typically denominated in dollars) and

FIGURE 4.2 Trends in Dollarization of Deposits,
1990-2001
(Percentage of dollar deposits)

Note: The figure plots time dummy coefficients in a regression of deposit
dollarization that controls for country fixed effects. By doing so it controls
for changes in dollarization levels brought about by countries entering or
leaving the sample.

Source: IDB calculations based on De Nicol6, Honohan, and Ize (2003),
Arteta (2002), and Bank Superintendency of the Dominican Republic.

their assets and income stream. Following a devalua-
tion, a firm with a currency mismatch will see the peso
value of its debt expand more than the peso value of its
assets or income, straining the firm’ ability to service
and/or roll over its debt. 'The ensuing deterioration of
borrowing capacity leads to a decrease in the firm’ in-
vestment and production, known in the literature as a
“balance sheet effect.” If the mismatch and devaluation
are large enough, the firm can suddenly find itself whip-
sawed into insolvency and bankruptcy.

Note that the source of the firm’s vulnerability is
not the dollar-denominated debt in itself, but the mis-
match among the currency composition of income,
assets, and liabilities. Therefore, when looking at cur-
rency mismatches across economies, it is crucial to look
not only at the level of dollarized debt, but also at how
this debt is distributed across the economy.?

? In the presence of financial frictions, such as dead-weight bank-
ruptcy cost, changing the distribution of debt has effects on effi-
ciency. This is analogous to issues of risk sharing in the presence
of risk aversion.



FIGURE 4.3 Dollarization by Deposit Category,
Selected Countries
(Percentage of total
deposits in foreign currency)

Note: The percentage of demand deposits over total deposits is 19.9 for
Peru, 13.4 for Mexico, 28.5 for Chile, and 17.3 for Argentina. Period:
Argentina 1996-2001, Chile 1996-2002, Mexico 1996-97, Peru 1996-2002.
Source: Bank superintendencies.

A growing empirical literature evaluates how cur-
rency mismatches may affect the impact of deprecia-
tion on output and investment. Although it is clear that
many economies in East Asia had substantial levels of
dollar debt both in the banking sector and on firms’
balance sheets, empirical evidence on the resulting bal-
ance sheet effects is far from conclusive. On the one
hand, Claessens, Djankov, and Xu (2000) argue that in-
flated domestic debt and interest payments may have
led to wide-scale insolvency and liquidity problems
in East Asian firms. On the other hand, Bleakley and
Cowan (2002) provide evidence that the negative bal-
ance sheet effect of devaluation is dominated by the
competitiveness gains from devaluation in a sample
of Latin American firms. More recent studies of Latin
America, summarized in Galindo, Panizza, and Schi-
antarelli (2003), find that, although firms do partally
match the composition of their debt with that of their
income stream, liability dollarization can reduce or
possibly reverse the expansionary Mundell-Fleming ef-
fects of devaluation.

Figure 4.6 summarizes information on the share
of total loans (in domestic and foreign currency) going
to the tradable sector (agriculture and industry), and
the fraction of total loans denominated in foreign cur-
rency in the banking system for countries in the Latin
America and Caribbean region. A minimum estimate
of the level of currency mismatches can be obtained by

FIGURE 4.4 Correlation between Dollarization
of Deposits and Loans in the Banking
System, All Countries, 2001

Source: IDB calculations based on De Nicold, Honohan, and Ize (2003),
Arteta {2002), and Bank Superintendency of the Dominican Republic.

assuming that all loans absorbed by the tradable sector
are denominated in dollars, with the remaining dollar
loans being picked up by the nontradable sector. The
presumption is that the tradable sector is better pre-
pared to deal with dollar loans either because it directly
exports part of its output or because prices move in step
with the exchange rate. The figure shows that in many
economies in the region, loans denominated in dol-
lars are considerably larger than the total loans to the
tradable sector, suggesting that currency mismatches in
these countries may be substantial.

A more detailed picture of currency mismatches
can be obtained for a smaller sample of countries for
which currency composition data are available at the
firm level (Galindo, Panizza, and Schiantarelli 2003;
Cowan and Kamil 2004). Figure 4.7 reports the median
shares of dollar-denominated liabilities in total liabili-
ties for firms operating in both the tradable and non-
tradable sectors in 2001 in selected countries in Latin
America. The figure shows that firms in the nontrad-
able sector are highly leveraged in foreign currency debt
in countries with high levels of financial dollarization:
Argentina, Costa Rica, Peru, and Uruguay. The figure
also shows that firms in the tradable sector are more
highly dollarized than firms in the nontradable sector in
countries with low overall financial dollarization: Bra-
zil, Chile, and Mexico. In highly dollarized economies,
this is not the case; the gap between tradable and non-
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FIGURE 4.5 Onshore and Offshore Dollar Deposits
in Total Deposits, 2001
(Percent)

Note: Offshore deposits are external liabilities of BIS reporting banks
vis-a-vis nonbank sectors in each Latin American country.
Source: World Bank (2003); BIS {2003).

tradable dollarization disappears or reverts, as in the
case of Costa Rica.}

These findings can be interpreted in two ways.
First, if the share of dollar loans in total loans is suf-
ficiently high, then it will be inevitable that some dol-
lar loans spill over into the nontradable sector. In other
words, in countries where financial dollarization is high,
no matter how much banks try to reduce mismatch,
debtors from the nontradable sector end up with debts
denominated in tradables, increasing their exchange
rate exposure. Second, differences across countries in

the degree to which firms match their liabilities to the
exchange rate elasticity of their revenues might reflect
other important differences in the economic and insti-
tutional structure that affect the incentives for firms or
banks to hedge.

MACROECONOMIC DETERMINANTS

The previous section documented the levels and distri-
bution of dollar-denominated debt in Latin American
and Caribbean countries, and mentioned the potential
effects this type of debt could have on overall finan-
cial stability by introducing currency mismatches in the
economy. This section explores the factors that may be
driving this dollarization in the region. The evidence
suggests that a substantial share of dollarization can be
explained by a persistent lack of monetary policy cred-
ibility. In this sense, financial dollarization is at least in
part the optimal response of agents to aggregate (or

3 These results are robust to a more detailed analysis of the de-
terminants of firm-level debt composition choice. Using the same
sample of 1,200 publicly and nonpublicly traded companies in nine
Latin American countries between 1993 and 2001, Cowan and Ka-
mil (2004) study the determinants of the currency composition of
debt by relating the share of foreign currency debt to firm-specific
characteristics (size, leverage, access to foreign capital markets,
ownership, and economic sector) and country-specific factors.
Their results suggest that there is a strong correlation between the
level of bank loan dollarization and the degree of liability dollar-
ization in the firms in their sample. They also find that the degree
to which firms match the currency composition of debt with their
sources of income is negatively correlated with the aggregate level
of bank loan dollarization.



FIGURE 4.6 Mismatch in Bank Lending in Latin America
and the Caribbean
(Percentage of total loans)

* The share of dollar loans over total loans was replaced by the share of
dollar deposits over total deposits.

Periods: Argentina 1997-99, Bolivia, 1997-2001, Chile 1996-2002,

Costa Rica 1998-2002, Dominican Republic 2000-02, Guatemala 1996-2002,
Honduras 1998-2002, Mexico 1996-2002, Nicaragua 1996-2002, Peru 2001-02
and El Salvador 1998-2002.

Source: Bank superintendencies; De Nicolé, Honohan, and Ize (2003);

Arteta (2002).

systemic) price risk (see Levy-Yeyati 2003 and Ize and
Powell 2003).

A History of High Inflation

Over the past 30 years, Latin America has suffered from
endemic high inflation rates. Indeed, in every decade
starting with the 1970s, Latin America and the Carib-
bean has had higher average inflation rates than any
other region. Although enormous progress has been
made since the early 1990s in overcoming price insta-
bility in the region, average inflation during the current
decade still remains above the average levels of inflation
of middle and high-income economies.*

There is a strong positive correlation between the
share of dollar deposits in total deposits and previous
inflation history in the countries of the region. With
the exception of Paraguay, all the countries in which
dollarization of deposits exceeds 50 percent have had
high levels of average inflation over the past 20 years.
This positive correlation is evident in Figure 4.8, which
plots deposit dollarization levels in 2001 against aver-
age inflation in 1980-2001. Brazil—with a high level

FIGURE 4.7 Firm-Level Liability Dollarization
in the Tradable and Nontradable Sectors,
2001
{Median value, percent)

Note: Figures in parentheses denote the percentage of deposit dollarization in
each country in 2001.
Source: Cowan and Kamil (2004).

of past inflation but low levels of dollarized deposits—
is an outlier in this figure because of restrictions on
dollar-denominated deposits. This correlation suggests
that monetary policy credibility, captured here by mea-
sures of past inflation history, is one of the driving fac-
tors in financial dollarization. This is not surprising. It
is a well-established fact that high inflation is positively
correlated with inflation volatility.® Typically, deposi-
tors are unwilling to save in assets with uncertain real
returns, as would be the case of deposits in domestic
currency, when they believe inflation to be volatile. If
indexed instruments are not readily available (as is most
often the case), then perceptions that inflation will be
high and therefore volatile will lead to financial dollar-
ization.

However, recent inflation outcomes do not tell
the whole story. One of the puzzles regarding finan-

* Regional averages hide a wide range of individual experiences.
One group of countries has had persistently low or moderate infla-
tion levels; this is the case of most of the Caribbean nations, many
of the economies in Central America, and a few South American
countries such as Colombia and Chile. A second group of coun-
tries has had high inflation rates in at least one of the decades; this
is the case of Venezuela, Uruguay, Mexico, and Ecuador. A final
group encompasses countries that have experienced periods of hy-
perinflation over the past 20 years and includes Argentina, Bolivia,
Brazil, and Peru.

S Indeed, for a broad set of countries, the correlation between aver-
age inflation levels and variances in 1991-2001 was 0.8 (and even
higher for Latin American countries).
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FIGURE 4.8 Dollar Deposits versus Average Inflation,
Latin America and the Caribbean

Source: IDB calculations based on De Nicold, Honohan, and Ize (2003},
Arteta (2002), and Bank Superintendency of the Dominican Republic.

cial dollarization that has drawn a lot of attention from
academics and policymakers is the persistence of high
ratios of dollarized deposits and loans even after periods
in which inflation has fallen substantially. Figure 4.9 il-
lustrates this point, plotting average inflation and de-
posit dollarization for counties in Latin America and
the Caribbean since 1990. Over the past decade, aver-
age inflation has been reduced considerably; however,
deposit dollarization has trended upward. Two explana-
tions have been put forward for this persistence. The
first is that current inflation outcomes do not automati-
cally signal high credibility in monetary policy.¢ The
other, introduced in Ize and Levy-Yeyad (1998, 2003),
argues that price instability in and of itself is not enough
to explain dollarization because dollarized contracts do
not provide perfect insurance against price volatility.
How much agents gain by denominating debts in dol-
lars depends not only on price instability, but also on
the variance of real dollar returns—the real exchange
rate variance.

A Framework for Understanding
Financial Dollarization

This section focuses on savings and loan decisions and
hence on the role of dollarization as a store of wealth,
although in some countries, such as Peru, foreign cur-
rencies may also play a role in transactions. The sec-
tion analyzes the variance of inflation not because it is
the only systemic risk faced by agents entering finan-

FIGURE 4.9 Dollar Deposits and Inflation in Latin
America and the Caribbean, 1990-2001

Note: Simple average of dollarization ratios and inflation.
Source: IDB calculations based on De Nicold, Honohan, and Ize (2003),
Arteta (2002), and Bank Superintendency of the Dominican Republic.

cial contracts in Latin America and the Caribbean, but
because of two other reasons. First, existing empirical
evidence suggests that inflation plays an important role
in determining both the level of domestic financial dol-
larization and the size of the financial system. Second,
high and volatile inflation levels have been endemic in
the region until fairly recently.

Consider the decision faced by a risk-averse con-
sumer wishing to make a one-year deposit in a coun-
try with a high and uncertain inflation rate. Assume for
now that this consumer has access to only two types
of deposits—a nominal peso contract or a dollar con-
tract in which payments are indexed to the value of the
foreign currency—and that the consumer must choose
only one of these contracts. Note that this setup ex-
cludes other forms of indexation, such as indexing to the
price level as in the Chilean Unidad de Fomento (UF)
contracts, and the possibility of shortening the matu-
rity of the deposit.” These assumptions are clearly not
realistic; some form of price indexation and short-term
debt is prevalent in many emerging market economies.
However, the current framework is a simplification of
the portfolio decision of a hypothetical consumer.

¢ Cowan and Do (2003) highlight that high levels of dollarization
may indeed restrict the central bank’s capacity to generate mon-
etary policy credibility.

7 The Unidad de Fomento (UF) is a CPI-indexed unit of account.

For a detailed discussion of the use of the UF in Chile, see Herrera
and Valdés (2003).



The analysis starts with the assumption that un-
covered interest parity holds. Thus, in expectation the
local currency value of the payments from the peso de-
posit and the dollar deposit are identical. Indeed, a risk-
neutral consumer would be indifferent between them.
Instead, a risk-averse consumer cares about the variance
(or risk) of the real repayments of each type of deposit.

For each unit deposited in pesos, the consumer
receives R pesos at the end of the period. However,
the real value of the savings in units of consumption is
7,= R -, where 7t is the rate of inflation over the year.
Because T is uncertain, so also is the real return 7y If
instead the consumer decides to make a deposit in dol-
lars, the real return is 7, = R* + dev — . The consumer
receives R* dollars, which is worth R* + dev pesos, where
dev is the rate of nominal devaluation over the period
of the loan. Once again, the real value of payments de-
pends on 1. Note that dev — m is the change in the real
exchange rate (rer), so that the real return on the dollar
deposit is 7, = R* + rer. Which deposit is riskier there-
fore depends on how volatile the real exchange rate de-
preciation is in relation to the volatility of inflation. If
the real depreciation is less volatile (more certain), then
the consumer prefers the dollar deposit. By contrast, if
the real rate of depreciation is more volatile, then the
consumer places wealth in a peso deposit.

Figure 4.10 plots the variance of inflation and the
variance of the real exchange rate depreciation for Ar-
gentina (a highly dollarized emerging economy), Chile
(an emerging economy with low financial dollarization),
and two small and open high-income countries with low
levels of dollarization—Canada and Norway. The vari-
ances are calculated over a 10-year window. For both
Canada and Norway, the variance of the real exchange
rate has been considerably higher than the variance of
inflation. Savers wishing to reduce the variance of the
real returns on their savings in either country would
have been better off saving in Canadian dollars or kro-
ners. The same applies to Chile where, although the
difference is smaller, domestic peso deposits have been
less risky than dollar deposits over the period. In Ar-
gentina, the variance of inflation has been higher than
the variance of the real exchange rate for most of the
period, suggesting that the saver would have been bet-
ter off (at least in terms of reducing risk) choosing to
save in dollars instead of pesos.

Ize and Levy-Yeyati (1998, 2003) develop this
idea in more detail. They model the optimal portfo-
lio choice of risk-averse borrowers and lenders facing
more or less the same contracting restrictions as in the
simple example presented above.? The equilibrium lev-
el of dollarization depends on agents’ priors about the

relative variances and covariance of the real exchange
rate and inflation. In turn, these priors depend on the
underlying characteristics of the economy (for example,
whether it is open or subject to large external shocks)
and people’s perceptions regarding the monetary and
fiscal authorities. If they believe that they have a “bad”
central bank—one that generates high and unpredict-
able inflation—then they choose a high share of dollar
debt. Box 4.1 expands this simple framework.

Empirically, it is difficult to obtain direct measures
of agents’ priors. Therefore, the empirical literature has
used a combination of past macro outcomes and current
institutional factors as proxies for agents’ priors regard-
ing price and exchange rate volatility. The next section
shows that this evidence broadly supports the empirical
predictions of the portfolio model presented here. But
first it is important to flag the assumptions behind the
simple framework discussed so far.

First, the framework assumes that banks are pas-
sive agents. In practice, this is equivalent to assuming
that banks match the currency composition of their
loans and deposits perfectly and that they act as neu-
tral intermediators in the loan decisions of borrowers
and lenders. Clearly the latter is an unrealistic sim-
plification, and the analysis must also take banks into
consideration. The implications of this assumption are
discussed later in the chapter in the section on market
failures and excess dollarization.

Second, the framework does not take into consid-
eration the correlation between agents’ income stream
(real wage earnings, for example) and the price level
and real exchange rate. Chang and Velasco (2003) mod-
el this carefully and argue that consumers hold a larger
share of dollars in their portfolios if the real exchange
rate is negatively correlated with their wage income. In
this case, dollar deposits provide a real hedge against
income drops, paying off high real returns when con-
sumers value them most.

Third, this framework ignores the fact that bor-
rowers may not always be able to honor their debt ob-
ligations. Indeed, at center stage in the discussion of
dollar debt, foreign currency debt may generate a mis-
match between the currency denomination of liabilities
and income, that is, between the required payments
and the ability to meet them. Following devaluation,
agents with a currency mismatch will see the peso value
of their debt expand more than the peso value of their
assets or income. If the mismatch and devaluation are

8 The main difference is that instead of an “all-peso” or “all-dollar”
choice as was the case above, borrowers and lenders are allowed to
choose a portfolio that contains a mix of both kinds of contracts.
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FIGURE 4.10 Variance of Inflation and Real Devaluation, 1990-2001

(Percent)

Note: The real exchange rate is the ratio of nominal $/US$ exchange rate to the consumer price index. The variance of real devaluation is calculated over

a 10-year window.
Source: IMF (various years).

large enough, agents will be unable to meet their ob-
ligations and will default on the debt contract. What
happens next depends to a large extent on the bank-
ruptcy mechanisms in place. The framework discussed
so far only considers how dollar debt contracts can min-
imize the variance of real debt payments conditional on
these payments’ being made. A more general discussion
must also take into consideration how the currency de-
nomination of debt affects default risk. This trade-off
between price risk and default risk is discussed in detail
in the section on market failures.

Fourth, agents take the paths of the real exchange

rate and price level as given when choosing their op-
timal debt portfolio. In practice, financial decisions
and the behavior of prices, the real exchange rate, and
output are closely related, with two-way relatonships
between macroeconomic policy and currency denomi-
nation decisions. The section on two-way interactions
addresses these two-way relationships between macro-
economic policy and currency denominaton decisions.

Fifth, although dollarization is an important aspect
of the financial systems in Latin American economies, it
is undoubtedly not the only way in which agents protect
themselves against aggregate price risk. For example,



de la Torre and Schmuckler (2004) argue that dollariza-
don, short-termism, and the use of foreign jurisdictions
are all endogenous ways of coping with systemic risks
prevalent in emerging markets. In their analysis, short-
termism and dollarization of domestic debt contracts
are both ways of insuring against systemic price risk,
and the use of foreign jurisdictions provides insurance
against expropriation and renegotiation. Other forms
of coping are indexation mechanisms such as the use

of the UF in Chile, more extensive use of contingent
financial contracts such as equity, and the decision to
move outside the financial system and store wealth in
the form of real assets (real estate, for example) whose
value is likely to move in step with inflation. The chap-
ter touches on the issue of endogenous coping mecha-
nisms in the subsections dealing with financial devel-
opment and dollarization and in the section on policy
recommendations.
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Does the Portfolio View Explain
Dollarization in Latin America
and the Caribbean?

De Nicolé, Honohan, and Ize (2003) test the basic
predictions of the minimum variance portfolio (MVP)
model discussed above using cross-section data on de-
posit dollarization for more than 75 countries in the
late 1990s. They find that an MVP (built using infor-
mation on inflation and real exchange rate deprecia-
tion over the previous 10 years) is positively and sig-
nificantly correlated with observed values of deposit
dollarization. Their estimated coefficient is large and
implies that a 10 percent increase in the MVP is as-
sociated with an increase of close to 4 percent in the
observed level of dollarization (see Levy-Yeyati 2003).
This result is robust to including institutional vari-
ables, dummies for transition economies, the aver-
age level of inflation over the past 10 years, and re-
strictions on dollar deposits.” In addition, the authors
find that a dummy for the adoption of an inflation-
targeting regime has a negative effect on deposit dol-
larization—although this coefficient is not always sig-
nificandy different from zero.!?

These results show that across a broad sample of
countries, the observed levels of dollarization respond
as anticipated to proxies for the relative domestic price
risk vis-a-vis the real exchange rate risk. But how good
an explanation is this MVP framework for dollariza-
tion in Latin America? To answer this question, this
chapter estimates a similar specification to that used
by De Nicol6, Honohan, and Ize for countries in Lat-
in America in 1999.!! Figure 4.11 plots deposit dollar-
ization against the MVP constructed using data over
the previous 10 years for Latin American and Carib-
bean economies controlling for two other determi-
nants of deposit dollarization: the measure of restric-
tions on foreign currency deposits constructed by De
Nicol6, Honohan, and Ize and a measure of tradability
of output. Both are significant at conventional confi-
dence levels.!? The correlation is striking: countries
with high levels of deposit dollarization, such as Bo-
livia and Uruguay, have high warranted dollarization
levels, as measured by the MVP variable. Indeed, this
simple specification explains more than 80 percent of
the variance of dollarization in the region in 1999.

Summing up, the evidence suggests that lack of
monetary credibility—as proxied by the relative vari-
ance of inflation and the real exchange rate—has a sig-
nificant impact on dollarization. In this sense, dollariza-
tion appears to be at least in part the rational response
of agents to a lack of monetary policy credibility.

FIGURE 4.11 Correlation between Minimum Variance
Portfolio and Deposit Dollarization,
Latin America and the Caribbean, 1999

Note: The figure plots the components of the MVP and deposit dollarization
that are orthogonal to the set of controls in the regression. See text for
additional details.

Source: 1IDB calculations based on De Nicold, Honohan, and Ize (2003),
Arteta (2002), Bank Superintendency of the Dominican Republic, and IMF
(various years).

DOLLARIZATION AND FINANCIAL
DEVELOPMENT

If dollarization can be seen as a rational coping device,
shielding lenders and borrowers from inflation shocks,
it should allow for higher levels of financial contract-
ing in countries with a high level of systemic price risk.
In turn, restricting dollarization in those countries may
lead to offshoring of deposits and financial disinter-
mediation as lenders seek alternative vehicles to insure

® The restriction index is constructed using information from the
International Monetary Fund’s Annual Report on Exchange Arrange-
ments and Exchange Restrictions.

19 De Nicolé, Honohan, and Ize also find a negative and significant
coefficient on the mean of Kaufman, Kraay, and Zoido-Lobatén’s
(1999) composite of institutional variables. They argue that this
negative coefficient suggests that dollarization may be correlated
with expected government bailouts.

11'The choice of date is conditioned on data availability; 1999 is the
period for which the largest number of observations is available.

12 The specification includes the share of tradable output in total
output to capture the effects of cross-country differences in the
productive structure on warranted dollarization. The idea is that
the income of firms operating in the tradable sector is more highly
correlated with the nominal exchange rate than that of firms oper-
ating in the nontradable sector, and hence the optimal level of dol-
lar debt is greater in the tradable sector. Addidonal details of this
estimadon are provided in Cowan, Kamil, and Izquierdo (2004).



against price uncertainty. This issue is key in the policy
debate on de-dollarization—where the potential dan-
gers of a currency mismatch must be weighed against
the costs of a smaller domestic financial system.

Financial dollarization is a part of the broader is-
sue of how inflation and low monetary credibility affect
financial development. Typically, depositors will not save
in assets with volatile real returns. If indexed instruments
are not readily available (as is most often the case), then
high and volatile inflation will lead to financial disinter-
mediation. Boyd, Levine, and Smith (2001) provide em-
pirical support for this hypothesis, focusing on the effects
of inflation on financial depth. The authors estimate the
impact of average inflation in 1960—95 on the average
level of financial depth over the same period.”* They
find a strong negative correlation between inflation and
financial development.! A limitation of the results re-
ported in Boyd, Levine, and Smith is that they do not
control for institutional variables found to be important
for financial development, which may be correlated with
inflation levels and hence may cause an upward bias in
the results (see Beck, Levine, and Loayza 2000).

Therefore, to test the robustmess of these results
to a broader control set, Cowan, Kamil, and Izquierdo
(2004) estimate the impact of infladon, measured by the
log of average inflation or the log of inflation variance
in 1987-98, on the level of financial development in
1999.55 In addition to measures of inflation, they include
a rule of law measure from Kaufman, Kraay, and Zoido-
Lobatén (1999) to control for the overall institutional
environment, effective creditor rights calculated as the
interaction between creditor rights and rule of law, and
the log of per capita gross domestic product (GDP) to
control for the level of overall economic development.
Their estimated coefficients for the level and variance of
infladon are both negative and significant at convention-
al confidence levels. Indeed, their estimated coefficient
on the log of inflation variance suggests that reducing
inflation variance in Latin America to the average level
in high-income economies is associated with a 15 per-
cent greater share of private credit in GDP.

Focusing exclusively on the level and variance of
inflation ignores the role dollarization may play as an
insurance device against price fluctuations. Indeed,
looking at inflation alone is an accurate measure of the
variance of real returns to debt only to the extent that all
loans and deposits are denominated in pesos. If dollar
debt levels are chosen so as to minimize the variance of
real returns, then the correct measure of risk is not in-
fladon variance but the variance of a portfolio contain-
ing peso and dollar deposits. This has two implications
for financial development. First, a measure of price risk

that combines the variance of the real exchange rate
with the variance of inflation should be a better pre-
dictor of financial development. Second, restrictions on
dollarization, by limiting the portfolio choice of lend-
ers, increase the variance of the real returns on their
loans and damage financial sector development.

With this in mind, Cowan, Kamil, and Izquierdo
(2004) construct a measure of minimum variance based
on a static capital asset pricing model model and esti-
mate the impact of this theoretical minimum variance
on financial development.!¢ They find that the coeffi-
cient on the log of the variance of the MVP portfolio
is negative and significant at conventional confidence
levels. This result is robust to including all the controls
mentioned above. More important, the authors obtain
a negative and significant coefficient on the MVP vari-
ance even after controlling for the log of the variance
and the log of the level of infladon. This suggests that
cross-country analysis of financial development should
take into account more comprehensive measures of sys-
temic price risks, which take into consideradon the dual
currency nature of financial portfolios.

Recent empirical literature looks at the effect of
dollarization on financial development. In particular,
De Nicolé, Honohan, and Ize (2003) find that dollar-
ization is associated with deeper financial systems in
high-inflation countries. The authors estimate a cross-
country regression of financial depth in 2001 (measured
as M2 money supply over GDP) and include an interac-
don between dollarizaton levels and the log of average
inflation over the previous 10 years. They find that this
interaction is negative and significant, even after instru-

13 In addidon to inflation, their baseline specification includes the
initial level of income per capita and the initial level of secondary
school enrollment as controls for overall development; the number
of revolutions and coups during the period to measure political
instability; the black market exchange rate premium to control for
price distortions; and government expenditure to GDP as a proxy
for fiscal deficits over the period.

14 Burger and Warnock (2003) report similar results for the do-
mestic currency bond market. They find that both the level and
variance of inflation in 1990-2000 are strongly negatively corre-
lated with the size of the domestic local currency bond market in
2001 (value of bonds outstanding as a percentage of GDP). These
results are robust to the inclusion of GDP per capita, to control for
overall economic development, and rule of law, to control for the
impact of the contracting environment and legal institutions.

15 The measures of inflation are included in logs to allow for non-
linear effects. The dependent variable is private bank lending over
GDP, corrected by the CPL

16 The degree of dollarization of the minimum variance portfolio
is given by: [V(n)COV(r, devRER)] /[V(m)+V(devRER) + 2COV(m,
devRER)], where m is the inflation rate and devRER = (dev — m) is
the rate of devaluation of the real exchange rate.
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menting for the level of dollarization.!” Cowan, Kamil,
and Izquierdo (2004) find qualitatively similar results
using a slightly different methodology. They argue that
the effects of restricting dollarization on financial de-
velopment depend on how much depositors are set to
lose (in terms of a higher variance) by moving from the
optimum portfolio to only peso assets. As shown in Fig-
ure 4.12, this loss is equivalent to the gap between the
variance of inflation and the variance of the MVP. Cow-
an, Kamil, and Izquierdo then estimate a cross-country
regression of private credit over GDP in 1999, which
includes the interaction between the calculated loss and
a measure of restrictions on foreign currency deposits.
They find that, as expected, the negative effects of im-
posing restrictions on dollar deposits on financial depth
are larger in countries that have more to lose from these
restrictions.

MARKET FAILURES AND EXCESSIVE
FINANCIAL DOLLARIZATION

In the discussion so far, dollarization has been an op-
timal outcome; under price uncertainty, dollarization
leads to optimal risk sharing between lenders and bor-
rowers. All of this assumes, however, that the demand
for insurance by lenders or borrowers is socially opti-
mal. This may not always be the case, as a series of mi-
croeconomic imperfections may distort the choice of
currency composition, leading to excess dollarization.
This section discusses these distortions, and Box 4.2
provides a framework for understanding the aggregate
effects of this “excess” dollarization.

A first source of imperfections (market failures)
arises from the presence of implicit or explicit bailouts
by the government. These bailouts can essentially be
thought of as transfers that take place between the gov-
ernment and firms (or between the government and
banks) whenever the firms are unable to pay their debt
obligations (or honor their deposits). If firms take this
into consideration when choosing the currency compo-
sition of their debt, they will become excessively dol-
larized. Note that these bailout expectations may arise
even in the absence of a priori government commit-
ments. This type of implicit bailout is behind the so-
called too-many-to-fail view, discussed in Levy-Yeyati
(2003), which relies on the assumption that in the case
of widespread dollar contracting, governments have no
choice but to intervene ex post to avoid massive bank-
ruptcies.

A second strand of the literature (Chamon 2001;
Broda and Levy-Yeyati 2003) highlights the role that

FIGURE 4.12 Potential Loss from Restricting
Dollarization

currency-blind regulatory frameworks may play in ex-
acerbating the incentives for dollarization of assets and
liabilities. Chamon (2001) observes that if default occurs
when the exchange rate is high, it dilutes local currency
claims relative to dollar claims in the event of liquidation.
In addition, if banks cannot observe the currency com-
position of borrowers’ total debt, they demand a com-
pensating premium on local currency loans. Firms then
refrain from issuing domestic currency loans as they be-
come more expensive. In equilibrium, incentives for ex-
cessive dollar borrowing are thus generated on both sides
of the market for loanable funds. Broda and Levy-Yeyati
(2003) analyze a special case of a currency-blind regula-
tion, namely, an explicit deposit insurance scheme that
applies uniformly across all deposits. The authors show
that if there is no discrimination against dollar deposits
and a relatively high coverage under the deposit insur-
ance scheme, the banking system will endogenously gen-
erate an inefficiently high level of deposit dollarization.

A third source of imperfections arises when firms
do not correctly internalize the returns on the insur-
ance provided by matching the currency denomina-
ton of income and debt. For example, in Caballero and
Krishnamurthy’s (2003a) model, domestic financial un-
derdevelopment leads to excessive dollarization because
firms with access to dollar debt (external in this case) do
not perceive the social value of providing insurance for
other credit-constrained domestic firms.

Although they are appealing from a theoretical
perspective and have important policy implications,
there is scarce empirical evidence on the importance of
these distortions in financial dollarization. An excep-

17 Levy-Yeyati (2003) finds identical results for a slightly larger
sample.
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tion is deposit insurance schemes. Several studies try to
uncover the effects of explicit deposit insurance schemes
on the level of financial dollarization in the banking sys-
tem. The notion behind these studies is that deposit in-
surance proxies for moral hazard in the banking system:
explicit safety nets that provide assistance to banks in
distress and protect banks’ claimholders from losses in-
crease the propensity of bank managers to take on ex-
cessive risk. Given that the interaction between default
risk and currency risk is a crucial feature of many Latin
American economies, the presence of deposit insurance
could lead to a higher level of financial dollarizaton.

Pooling a sample of 14 Latin American countries
between 1995 and 2001, Barajas and Morales (2003) an-
alyze the impact that explicit deposit insurance schemes
had on the level of dollarization of bank lending to the
private sector. The authors find that the coverage ratio
of the deposit insurance scheme (defined as the maxi-
mum coverage divided by per capita income) is signifi-
cantly and positively associated with a higher level of
dollarization in bank lending. Luca and Petrova (2003)
explore this issue in a sample of 23 transition coun-
tries, using a binary annual indicator constructed by
Demirgii¢-Kunt and Detragiache (2002) for the pres-
ence of an explicit deposit insurance scheme and bail-
out guarantees. Their results suggest, however, that the
presence of explicit deposit insurance is not significant-
ly associated with a higher level of credit dollarization
in transition economies.

Analysis of the effect of deposit insurance as a
mechanism of bailout expectations and excessive risk-
taking is subject to several potential shortcomings. First,
if the regime before the introduction of deposit insur-
ance already had a safety net, the introduction of explicit
deposit insurance could credibly signal a lower and less
generous level of coverage. Hence, the introduction of
an explicit system may imply a de facto reduction in the
scope of the safety net and a reduction in banks’ risk-
taking. Second, as emphasized in Gropp and Vesala
(2001), the impact of deposit insurance on risk-taking
interacts with at least three other important factors:
banks’ charter values, the effectiveness of monitoring by
nondeposit creditors, and too-big-to-fail considerations.
In particular, two factors may influence banks’ degree of
risk-taking: the amount of uninsured debt they carry on
their balance sheets and the ability of the regulatory and
legal environment to curb the adverse incentives of de-
posit insurance. Finally, in countries with no explicit de-
posit insurance, depositors may still be rescued on an ad
hoc basis after a crisis occurs, rendering the deposit in-
surance indicators incapable of capturing (unobserved)
perceptions of bailout guarantees.

With these caveats in mind, Cowan, Kamil, and
Izquierdo (2004) empirically assess an alternative link
between deposit insurance and financial dollarization,
namely, whether the extension of insurance to foreign
currency bank liabilites drives up the level of dollar-
ization. The authors consistently find that—controlling
for the presence of deposit insurance—symmetrical de-
posit insurance (extended to both peso and dollar de-
posits) is correlated with greater financial dollarization
on both sides of banks’ balance sheets.

Macroeconomic policy, in particular monetary
and exchange rate policy, may also distort the currency
composition decisions of private agents. If agents be-
lieve that governments can and will stabilize the real
exchange rate, then they have lower incentives to insure
privately, and the resulting equilibrium level of dollar-
ization will be greater (Dooley 2000; Burnside, Eichen-
baum, and Rebelo 2001a). In the framework presented
in Box 4.2, the consumers’ MVP and therefore the ss
curve will shift to the right. In this context, a pegged ex-
change rate regime provides a form of insurance against
exchange rate fluctuations.

MACROECONOMIC POLICY
AND FINANCIAL DOLLARIZATION:
TWO-WAY INTERACTIONS

The discussion above modeled portfolio choice taking
macroeconomic outcomes as given. By doing so, it ig-
nored the fact that financial decisions in turn affect mac-
roeconomic outcomes, and therefore the optimal policy
choice. A strand of the macroeconomic literature ad-
dressing this issue has developed models to explore the
macroeconomic implications of currency mismatches—
taking the mismatch as given. This literature assumes
that depreciation typically has an expansionary effect,
which may be attenuated or even reversed by the effects
of devaluation in firms that are highly leveraged in dol-
lar debt. Krugman (1999) and Aghion, Bachetta, and
Banerjee (2001) assume the balance sheet effect is large
enough to dominate the expansionary Mundell-Fleming
effect (see also Céspedes, Chang, and Velasco 2000).
Another strand of the literature explicitly rec-
ognizes the two-way interactions between individu-
al agents and the monetary authorities. Chamon and
Hausmann (2002) model how the optimal choice of
currency of debt depends on the relative variance of in-
terest rates and the exchange rate. If the latter is more
variable, then agents will denominate debts in domestic
currency. In turn, this will condition the optimal mone-
tary policy. A higher level of peso debt leads the central



bank to pursue interest stability at the expense of higher
exchange rate variance, which in turn validates agents’
initial choice.!® This gives rise to multiple equilibria,
and may explain why countries get stuck in persistent
dollarization levels. Cowan and Do (2003) extend this
idea further in a model with imperfect monetary cred-
ibility. If agents believe that the central bank has an
inflationary bias, they will denominate their loans in
dollars. 'This makes it much more costly for a “good”
central bank to reveal its true type—and the economy
may become stuck in a high-dollarization trap.

How much empirical support do these models
have? There is some evidence that suggests monetary
authorities do factor debt composition variables into
their exchange rate policies. Although they do not test
it empirically, Calvo and Reinhart (2002) argue that
pervasive liability dollarization may be a cause of what
they term “fear of floating.” Hausmann, Panizza, and
Stein (2001) investigate this proposition and find a re-
lationship between a country’s exchange rate policy
and its ability to borrow internationally in its own cur-
rency—which they argue is an indicator of a country’s
ability to avoid currency mismatches. More specifically,
they find that countries that can borrow abroad in their
own currencies hold lower levels of reserves and allow
larger fluctuations in the exchange rate relative to fluc-
tuations in reserves and interest rates. Along the same
lines, Levy-Yeyati, Sturzenegger, and Reggio (2003),
using a de facto and de jure exchange regime classifica-
tion, find that foreign currency-denominated liabilities
(measured relative to money stocks) are positively corre-
lated with the probability of pegging the exchange rate
against a major currency. Ize and Levy-Yeyati (2003)
find a positive correlation between inflation-targeting
regimes and dollarization, which suggests that it may be
costly to implement an inflation-targeting framework
in countries that are highly dollarized.

SUMMARY AND POLICY
RECOMMENDATIONS

What is known about the determinants of dollariza-
ton in the banking sector? The evidence suggests that
a large part of dollarization in Latin America and the
Caribbean has macroeconomic causes—mainly the lack
of monetary policy credibility. Dollarization is high-
est in those countries that have experienced high and
volatile inflation rates in their recent history. However,
analysis is lacking on the importance of bailout expec-
tations and other market failures in explaining financial
dollarization.

What are the consequences of dollarization?’® On
the one hand, several recent papers argue that curren-
cy mismatches may be an important source of macro-
economic vulnerability. In turn, this chapter has shown
that these mismatches are more severe in highly dol-
larized economies. On the other hand, dollarization is
a mechanism by which consumers and firms cope with
aggregate price uncertainty. De Nicolé, Honohan, and
Ize (2003) and evidence provided in this chapter show
that allowing for dollar debt promotes financial deep-
ening, with all the benefits for growth and stability that
this entails. Simply restricting dollarization results in
offshoring and smaller financial systems.

What should policymakers do about financial
dollarization? 'To a large extent, dollarization has
macroeconomic causes, which suggests there should
be macroeconomic solutions. The first-best solution
is therefore to reduce price uncertainty by creating
and strengthening institutions that promote monetary
credibility. By doing so, policymakers would reduce
the need of consumers and firms to insure against sys-
temic price risk. Thus, policymakers should strength-
en the independence of the central bank, but central
banks do not operate in a vacuum. Rules that guaran-
tee monetary independence are likely to work well in
“normal” scenarios, but they may be severely strained
when a large disequilibrium occurs elsewhere in the
economy. Indeed, the solution must shield monetary
policy choice from government intervention by law,
but it should also make the law itself credible. An im-
portant lesson from the literature on the fiscal theories
of the price level is that irresponsible fiscal policy puts
pressure on monetary authorities to monetize debt
(Woodford 1995). Therefore, policymakers should
move toward ensuring monetary policy credibility by
simultaneously putting in place institutions that limit
pressure on the independent central bank from other
government institutions.

Several authors argue that the adoption of
inflation-targeting regimes has institutional effects that
go beyond their actual success in stabilizing inflation.
These authors claim that inflation targeting might con-
tribute to monetary credibility by increasing informa-

18 This framework incorporates the relative variance of the ex-
change rate and interest rates in the optimal debt choice of firms.

19 Levy-Yeyati (2003) discusses additional policy recommenda-
tions—many centered directly on bank regulaton. The author
proposes a carrot-and-stick approach to de-dollarization, increas-
ing the cost of dollar intermediation while expanding the menu of
peso substitutes and enhancing their attractiveness. An early prec-
edent of this dual approach is also put forward in Licandro and
Licandro (2003).
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tion disclosure on central bank policies and objectives
and by contributing to shoring up public support for
central bank independence (Mishkin and Posen 1997;
Calvo and Mishkin 2003).

These policies should lead to low and stable infla-
tion rates and, in the medium run, to monetary policy
credibility and lower financial dollarization. Galindo
and Leiderman (2003) argue that this is one of the main
policy lessons for Latin America that can be extract-
ed from Israel’s successful de-dollarization experience.
Starting from levels of deposit dollarization above 50
percent in the mid-1980s, deposit dollarization fell to
less than 10 percent by the mid-1990s after a decade of
low and stable inflation and a backdrop of fiscal con-
solidation.

Establishing monetary credibility is a process that
is likely to take time. Reforms must be implemented and
institutions must be tested before agents update their
priors regarding price risk and adjust their saving (loan)
portfolio accordingly. In the meantime, governments
should put in place the following policies, while author-
ities build credibility, to minimize the financial vulner-
ability created by high levels of financial dollarization.

Developing Indexed Debt Markets

The monetary authorities should implement policies
that contribute to the development of markets for in-
struments indexed to other contingencies. These would
provide agents with alternative mechanisms to insure
against price uncertainty while avoiding the risks asso-
ciated with currency mismatches. The main example of
these contingent claims is debt indexed by the consum-
er price index (CPI), or price indexation.?’ Abstracting
from indexation lags and other measurement issues,
price-indexed assets are free of inflationary risk, and
as such should dominate dollar-indexed instruments.
Existing empirical evidence broadly supports this con-
clusion: using cross-country data, Ize and Levy-Yeyad
(2003) find that dollarization of deposits is significantly
lower in countries where indexation is prevalent.

If indexed units of account provide better insur-
ance against price risk than dollar deposits and at the
same time lead to lower vulnerability, why is it that the
private sector does not develop these instruments in-
dependently? In other words, why is it that banks in
Uruguay do not offer their clients savings accounts or
mortgage loans indexed to the CPI? Shiller (1997) ar-
gues that coordination problems inhibit the creation of
indexed financial instruments. Until a common con-
vention is established, individual agents will find it too
costly to come to individual arrangements on index-

ation mechanisms. This being the case, there is a role
for the public sector in creating a common indexation
mechanism. The government may also play a role in the
development of indexed debt instruments by issuing in-
dexed public debt. The purpose of this debt is twofold.
On the one hand, it completes the market by providing
agents with an asset that, because of initiation costs, the
private sector has not provided.?! On the other hand,
public bonds can serve as a benchmark for private in-
dexed debt instruments. However, public bonds may
make it more difficult for the government to establish
a credible indexation regime because the government
itself may gain from changes in the indexation regime.

Latin American economies have had many unsuc-
cessful experiences with CPI indexation. Indeed, the
data show that the only country in the region with a
significant share of CPI-indexed debt is Chile, where
58 percent of loans are denominated in UFs. Currently,
Bolivia and Uruguay are pursuing policies aimed at de-
veloping CPl-indexed debt instruments. Other coun-
tries, such as Peru, have focused on the development
of nominal bonds (Galindo and Leiderman 2003). Box
4.3 discusses lessons from the Chilean experience.

Matching and the Distribution
of Dollar Debt

In addition to limiting the level of dollarization by
developing indexed debt markets, authorities should
ensure that existing policies minimize the currency
mismatches within the economy for a given level of dol-
larization. For a start, prudential regulation must take
into account the credit risks associated with lending in
dollars to firms in the nontradable sector.?? In addition,
macroeconomic policy in general, and exchange rate
policy in particular, must bear in mind the impact on
the level and distribution of dollar-denominated debt.

20 Although indexation may constitute an alternative to dollar debt
for agents wishing to escape price uncertainty, it is certainly not
the only one. Other financial contracts provide firms and consum-
ers with alternative sources of funding or investment opportuni-
ties; equity is one such market.

2 Fischer (1977) examines theories that explain the lack of indexed
bonds in the private sector in developed economies. He rejects
explanations based on tax treatment, correlations between udili-
ties and the price level that would transform nominal bonds into
sources of implicit insurance for firms, and the problem of a call
clause option.

22 According to Galindo and Leiderman (2003), prudential regula-
tion in most countries in the region does not deal with the credit
risks arising from currency mismatches.



Policies that are perceived by agents as providing
implicit insurance—in the form of stable real exchange
rate regimes—may potentally lead to more severe
currency mismatches. Caballero and Krishnamur-
thy (2003a) raise this point in a theoretical analysis,
and Martinez and Werner (2002) do so in an empiri-
cal study. Using firm-level data, they find that currency
mismatches in Mexican corporations decreased after
the Mexican crisis in late 1994. The authors argue that
the flexible exchange rate regime adopted by Mexico
following the crisis increased the costs of mismatches
and therefore the demand for hedging.

Restricting Dollarized Debt

Governments have the option of directly restricting dol-
lar-denominated debt in the interim. Brazil, Colombia,
and Venezuela have taken this path. Restricting dollar-
ization may reduce financial fragility and help establish
monetary credibility. However, if the systemic risks that
lead to dollarization are not reduced, these restrictions
will lead to offshoring of deposits or other alternative
coping mechanisms, all of which have costs.
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Banking Crisis Resolution

EALING with a systemic banking crisis surely

ranks among the most difficult challenges for

policymakers around the globe, but especially
for those in Latin America. As illustrated in Chapter 3,
Latin America stands out for the frequency, depth, and
costs of its banking crises. Multiple factors combine to
produce this result, ranging from sharp macroeconom-
ic imbalances that have severely weakened the operat-
ing capacity of the banking system, to inadequate reg-
ulatory and supervisory frameworks that have allowed
an incipient problem to reach systemic proportions. As
financial globalization continues to deepen, contagion
has been added to the list of factors that contribute to
the eruption of profound banking crises in the region,
as testified by the recent distress in the banking system
of Uruguay following the Argentine crisis.

Moreover, in a large number of cases, when a bank-
ing crisis hits a Latin American country, authorites find
that they lack sufficient and adequate (economic, finan-
cial, and political) policy tools to effectively set in place a
banking crisis resolution program. Not surprisingly, res-
olution is delayed, further increasing the overall cost of
the crisis as the deterioration of asset quality is not con-
tained and depositors flee the banking system, fearing
that the absence of an effective program for resolution
of the crisis will hurt them the most. Unfortunately, the
long list of poorly resolved banking crises in the region
has proven depositors right, leading to the low observed
level of financial intermediation in the region.

This chapter derives lessons from recent experi-
ences of banking crisis resolution in Latin America.
The chapter shows that, even under very stringent
constraints, countries can indeed put in place success-
ful programs for restoring the solvency of the banking
system. Moreover, the chapter argues that the process
of banking crisis resolution is an indicator of a financial
system’s capacity to avoid future crises. Countries with
successful programs of banking crisis resolution have in
most cases been able to maintain financial soundness for
extended periods of time. Conversely, countries where
the resolution of crises has ended in severe bank disin-
termediation show a pattern of recurrent eruption of
crises.! The explanation is straightforward: successful

bank restructuring programs set up the right incentives
for avoiding excessive risk-taking by banks in the fu-
ture. Because an adequate resolution process improves
the public’s confidence in the capacity of the authorities
to deal with future problems, the banking system be-
comes more resilient to upcoming adverse shocks and
contagion.

MAIN OBJECTIVES

Two seemingly contradictory facts are often present
during the process of resolution of systemic banking
crises in emerging market economies. The first is that
regulators and supervisors announce their intentions
to contain the scope of the crisis and promptly bring
the banking system back to solvency. The second is that
long delays are observed in fully recognizing the extent
of the problem and the difficulties in setting up a cred-
ible program for crisis resolution. A central explana-
tion behind this apparent paradox lies in the scarcity
of funds available to deal with the problem. After all,
facing severe deficiencies in priority areas for devel-
opment, why should the congress approve the alloca-
tion of resources for the resolution of banking crises?
Although it is certainly undeniable that avoiding the
eruption of a systemic banking crisis is a first-best solu-
tion, if the authorities find themselves facing a crisis,
the critical questions that need to be answered have to
do with costs and benefits. Why should restoring the
banking system to solvency be given the highest prior-
ity, and at what cost to society?

To answer these questions, it is important to go
back to the basic distinction between banks and oth-
er financial intermediaries. In developed and emerg-
ing market economies alike, the uniqueness of banks,
namely their franchise value, lies in their special power
to provide means of payments in noncash transactions
(Corrigan 1991; Garber and Weisbrod 1992; Rojas-

! For the issue of avoiding banking crisis recurrence, see Rojas-
Sudrez (2002).
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Suirez and Weisbrod 1995). When a bank customer
withdraws funds from a bank account or writes a draft
against that account, the bank delivers good funds—
reserves on deposit held at the bank or the central bank,
or cash—to the customer or to the bank of the payee
named on the draft. In fact, when other liability issuers,
such as money market mutual funds, promise to deliver
payments, they promise to deliver bank deposits. Thus,
as no other financial institution, banks are at the core of
the payments system.

A disrupted or nonfunctioning payments system
resulting from a systemic banking crisis is extremely
costly to society because it severely inflates the costs
of doing business and might even prevent the execu-
tion of essental transactions during the production/
distribution/consumption process, with consequent
detrimental effects on overall economic activity. There-
Jore, restoring the functioning of the payments system needs
to be the first objective of banking crisis vesolution because an
adequate payments system is essential for the appropriate op-
evation of a market economy.

What resources should be used to resolve a bank-
ing crisis? When a large portion of a country’s banking
system is threatened with insolvency, funds set aside to
resolve isolated bank failures, such as deposit insurance
funds and emergency central bank credit, are usually
inadequate for the task at hand.? In other words, de-
posit insurance may be an adequate tool for preventing
crises, but it will typically be insufficient for funding
crisis resolution processes. In systemic crises, if the in-
tegrity of the banking system is to be maintained or re-
stored, public funds must often be used to resolve bank
failures. That is, a systemic banking crisis becomes a
fiscal problem.

It should be clear, however, that the use of public
money to solve a systemic banking crisis belongs to the
family of second-best solutions. Ideally, systemic bank-
ing crises would be avoided by allowing some weak
banks to fail, letting them be absorbed by other healthy
institutions, perhaps from abroad, in a timely manner.
If unsustainable policies at the macroeconomic level
induced a crisis, financial transacdons would migrate
abroad. But the use of public funds to solve systemic
banking crises may be justified on two grounds. First,
mobility of bank capital across the world may be imper-
tect and slow due to uncertaintes about the true value
of the portfolio of banks in trouble. Second, given that
banks play a crucial role in the payments system (and
this system still remains in the national domain in most
countries), public funds must be used to resolve indi-
vidual bank problems to ensure that a banking system
survives the crisis.

Regardless of whether the regulatory system has
an explicit deposit insurance program, maintaining the
integrity of the banking system requires that some bank
liability holders be protected from the consequences of
bank failure. Hence, the commitment of public funds
for restructuring implies a transfer of resources from
the public sector to the banking system. The objective
of public policy is to ensure that the transfer is limited
only to those parties whose protection from bankrupt-
cy is necessary to preserve the integrity of the bank-
ing system. In other words, the second objective of systemic
banking crisis vesolution should be to minimize the amount of
public funds used in the restructuring process.

PRINCIPLES AND CONSTRAINTS

As has been extensively documented, banking crises in
Latin America have resulted in highly disintermediat-
ed financial systems in which depositors prefer short-
term maturities and flee at the first sight of trouble. To
provide a framework for comparing crisis management
strategies across countries, this section identifies basic
principles for effective banking resolution and discusses
how these principles need to be adapted in the presence
of the various constraints faced by emerging markets
relative to developed countries.

Basic Principles

Analysis of several case studies suggests that reliance on
three basic principles for bank restructuring programs
has been a common factor in successful experiences of
banking crisis resolution (Rojas-Sudrez 2004). These
principles are consistent with bringing the banking sys-
tem back to solvency while minimizing the use of pub-
lic funds. In all three principles, the common thread is
the preservation or restoraton of the payments system
(Dziobek and Pazarbasiolgu 1997; Enoch, Garcia, and
Sundararajan 1999; Hawkins and Turner 1999; Claes-
sens, Klingebiel, and Laeven 2001).

Principle 1 is that a society should exert strong polit-
ical will to make bank restructuring a priority, allocating
genuine, noninflationary public funds to the resolution of
the crisis. The importance of avoiding drastic increas-
es in inflation during a restructuring program for the

% Garcia (2000) discusses cases in which the establishment of a full
deposit insurance guarantee during a banking crisis is warranted.
However, the author recommends extreme caution because the
guarantee needs to be credibly known as a temporary policy to
avoid a deepening of moral hazard problems.



purpose of preserving the payments system cannot be
overemphasized. Bank claims to deliver means of pay-
ment are more credible than claims of other liability
issuers, partly because banks maintain deposits at the
central bank and have access to a central bank facility,
usually referred to as discount window privileges.’ If
the central bank were to extend large amounts of credit
to banks to keep bank deposits liquid during a banking
crisis, inflation would follow and the franchise value of
banks would be severely curtailed because the real value
of bank deposits would decrease. Hence, funding for
successful banking crisis resolution needs to come from
noninflationary sources.*

Principle 2 is to ensure that parties that have benefited
the most from the risk-taking activities of the banking busi-
ness bear a large portion of the cost of restructuring the bank-
ing system. For example, bank stockholders should be
the first to lose their investment along with large hold-
ers of long-term liabilities such as subordinated debt.
In addition, delinquent borrowers must not be given
favorable treatment at public expense. In this regard,
debtor programs need to be minimized. Excessive use
of debtor programs in a number of Latin American
countries has unnecessarily increased the fiscal cost of
banking crisis resolution.

Indeed, a central component of a successful bank
restructuring program consists of enhancing the ability
of banks to recover problem loans. Regulators and su-
pervisors of the banking system must ensure that banks
develop procedures to monitor the ability of their loan
customers to deliver cash. Proof of liquidity by borrow-
ers is a requirement for achieving bank solvency on a
sustainable basis. Thus, reconstructing or establishing
a good monitoring system for borrowers both enhanc-
es banks’ capacity to extend sound credit and protects
their franchise value by helping to restore their cred-
ibility regarding the capacity to deliver liquid means of
payment. In sum, executing the second principle not
only limits current restructuring costs by forcing pri-
vate parties to bear part of the loss, but also creates
incentives to restrain risk-taking in the future, which
strengthens the banking system in the long term by re-
ducing potential moral hazard problems.

Principle 3 is that prompt action should be taken to
prevent problem institutions from expanding cvedit to bighly
visky borvowers ov capitalizing unpaid interest on delinguent
loans into new credit. Execution of this principle implies
implementing policies that distinguish between banks
by quality and, therefore, reduces the moral hazard risk
in bank restructurings that arises when institutions with
low and declining net worth continue to operate un-
der the protection of public policies designed to main-

tain the integrity of the banking system. This principle
also implies that, when possible, insolvent institutions
should be removed from the hands of current owners,
through closure or sale.

To execute a successful rescue program, policy-
makers must faithfully adhere to all three principles.
However, the ability of regulators to carry out these
principles is affected by the economic environment in
which they operate. Even if a society has mustered the
will to fund a bank rescue, it may face a resource con-
straint that is so severe that it jeopardizes the success of
the restructuring program. For example, an economy
may not be able to access debt markets for funds. In this
case, to finance bank restructuring it may be necessary
to reduce fiscal expenditures in other areas. Obviously,
as the funding constraint becomes tighter, the task of
assigning priorities becomes more difficult.

Another constraint affecting the implementation
of the principles is the availability of markets for finan-
cial institutions or for financial assets held by these in-
stitutions. The existence of such markets can be useful
for minimizing public expenditure because they allow
private investors to recognize the franchise value of a
failed bank’s customer base and its distribution system.
Revenues from the sale of these valuable assets can be
used to offset public absorption of credit losses.

If markets are large and funding is abundant rela-
tive to the size of the problem, regulators have a wide
variety of choices available to resolve banking problems
that can be classified into three broad categories: pri-
vate sector merger or sale; takeover and management
by the regulatory authorities; and, as a last resort, bail-
out of an existing institution with ownership left largely
in place. These options are described in more detail in
Box 5.1.

Differences in Constraints between
Developed and Emerging Market
Economies

Regulators in emerging market economies face more
extreme constraints for banking crisis resolution than

# In dollarized economies, the credibility of banks to deliver means
of payments is largely related to the dollar reserves they keep (ei-
ther at the bank, at the central bank, or in other financial institu-
tions). In this situation, a central bank’s overall ability to provide
liquidity to banks is constrained by its holdings of net international
reserves.

4 Honohan and Klingebiel (2000) conclude that open-ended li-
quidity support to banks during a banking crisis has significant-
ly contributed to the escalation of fiscal costs of crisis resolution
around the world.
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their counterparts in developed economies. Consis-
tent with the discussion above, constraints can be di-
vided into three categories: (i) availability of financing
resources, (ii) availability of markets to sell banking
institutions and their assets, and (iii) regulatory inde-
pendence. Table 5.1 presents differences in constraints
between developed and emerging market countries.
Even if an emerging market economy has followed
a conservative fiscal policy before the onset of a bank-
ing crisis, policymakers face a daunting task in obtain-

ing adequate funds for a restructuring program. For
example, in contrast to developed countries, emerging
market economies rarely possess a domestic long-term
bond market, although many have access to interna-
tional bond markets. However, access to long-term
bond markets usually dries up when international mar-
kets perceive that a crisis is imminent.

This would seem to leave the issuance of short-
term debt as a more common funding option in emerg-
ing market economies. However, the risk in the short-



term market is that the government must cover not
only interest payments, but also principal payments if
the debt cannot be rolled over. Thus, the slightest hint
of deterioration in the government’s capacity to service
its debt may shut the government out of the market,
which in turn increases the pressure for inflationary fi-
nance.

Constraints on the size and depth of the market
for bank assets are likewise tighter in emerging mar-
ket economies that lack the legal and market infra-
structure necessary for secondary markets to develop.
Moreover, regulatory know-how is sometimes in short
supply in emerging market economies. However, even
in markets with skilled professionals in bank supervi-
sion, if bank regulators do not have political indepen-
dence, they may not be able to sell banking properties
through arm’s-length transactions. This problem also
arises in developed countries, but it is less important
than in emerging markets because other constraints are
less severe.

Thus, the constraints on bank supervisors in
emerging market economies make it much more likely
that the bailout option will be taken in these countries
than in developed countries. Nonetheless, restructur-
ings, even under the most severe constraints, are more
likely to be successful if policymakers attempt to en-
force the three general principles outined above. It is
the capacity of the authorities to adapt principles to lo-
cal conditions, more than the severity of the constraints,
which often determines whether a bank restructuring
effort will be successful. Box 5.2 provides examples of
crisis resolution under ideal conditions, as is the case in
developed countries, where funding, markets for bank
assets, and regulatory independence are strong, and
contrasts these experiences with those of Latin Ameri-
can countries facing substantial constraints.

CRISIS OF CONFIDENCE

As suggested by the extensive literature describing the
characteristics of Latin American financial systems, they
are fragile, and even relatively mild shocks to the bank-
ing sector can quickly result in sharp reductions in the
deposit base. An indicator of this fragility is presented in
Figure 5.1, which displays the percentage change in the
ratio of deposits to gross domestic product (GDP) for
selected Latin American and developed countries dur-
ing the early phases of a systemic banking crisis. The
evidence indicates that depositors in Latin America are
much more prone to flee the banking system when bank
borrowers’ capacity to pay is adversely affected than are
depositors in other regions. The data suggest that, to a
large extent, depositors in Latin America fear that they
will suffer a real financial loss following a systemic bank-
ing crisis, whereas depositors in developed countries and
emerging Asian economies believe that, even in a crisis,
the real value of their deposits will be preserved.

Thus, investors in other regions believe that bank-
ing crises, while severe, are temporary events and that
the long-run viability of the system will soon be re-
stored. This contrasts with the beliefs and behavior of
depositors in Latin America. This evidence is consistent
with both the severe constraints facing policymakers in
Latin America to resolve systemic banking crises and,
even more important in a number of countries, with
the perceived lack of trust in the authorities’ capacity
to solve banking problems without the depositors being
the bearers of resolution costs (lack of trust in the com-
mitment to the principles for banking crisis resolution).
A long history of poorly resolved banking crises in a
number of countries has resulted in large bank runs at
the onset of problems, further aggravating the severity
of the crisis.
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FIGURE 5.1 Percentage Change in Deposits to GDP
on the Eve of a Banking Crisis, Selected
Countries
(Percentage change)

Source: Rojas-Suérez (2002); IMF (various years).

The sharp drop in confidence in Latin American
financial systems that follows initial signals of banking
distress is common to both domestic and foreign in-
vestors. As a result, periods of banking difficulties are
also associated with loss of access to international capi-
tal markets, and countries in Latin America have not
been able to raise sufficient funds in international capi-
tal markets to finance the cost of the crises.’ This shows
the severity of the funding constraint facing policymak-
ers. As indicated in Chapter 3, countries are sometimes
forced to run current account surpluses and/or to lose a
significant amount of foreign exchange reserves.

Sovereign bonds placed in the international capital
markets provide an indicator of investors’ confidence.
Periods of banking crises are manifested in sharp de-
clines in the price of these bonds. For example, in late
1994 and early 1995, the drop in confidence in the fi-
nancial systems of Argentina and Mexico coincided with
a 30 percent drop in the bond indexes for these two
countries. Similar behavior was observed during the
eruption of the banking crisis in Ecuador in 1998 and
in Argentina in 2001.5 In contrast to the experience of
Latin American countries, the balance of payments po-
sition of developed countries like Norway and Sweden
was largely unaffected during the Nordic banking crises
in the late 1980s and early 1990s. Moreover, long-term
government bond prices in Norway and Sweden were
largely unaffected by the crises.’

Not surprisingly, the severe constraints faced by
Latin American policymakers and the long experience
of nonadherence to the basic principles of effective crisis
resolution in a number of countries in the region have

translated into high costs associated with restructuring
banking systems after a crisis.® As mentioned in Chap-
ter 3, the fiscal cost of banking crises in Latin America
has been greater than in other regions; the costs of most
crises in developed countries remain at the low end of
the spectrum.

The facts presented here are the legacy of a long
history of recurrent crises and the inadequacy of the
resolution process in many countries in the region. The
popular belief that “depositors forget” and that, regard-
less of the manner in which a crisis is resolved, they will
return to domestic banks after a while is not supported
by the evidence. On the contrary, depositors can react
swiftly to crises and may drastically reduce intermedia-
tion levels.

FAILURES AND SUCCESSES

This section analyzes bank restructuring programs in
Latin America during the past two decades. In each
case, several fundamental questions are answered. First,
given the constraints faced by regulators, to what extent
did they abide by the three basic principles for success-
ful resolution of banking crises? Second, what mecha-
nisms did the authorities put in place to deal with the
constraints? And third, what factors determined the fi-
nal outcome of the restructuring program?

The experiences chosen here come in pairs of
countries facing similar shocks at about the same time.
This choice is useful for contrasting how economies
under similar pressures may change the outcome of
banking crises, depending on the compliance of select-
ed policies with the basic principles of crisis resolution,
and on the ability to obtain external funding once these
principles are evident in the crisis resolution strategy.’
These experiences provide evidence that validates the
utility of these principles in separating good from bad
crisis resolution processes.

* This limits the ability of a central bank to work as a lender of last
resort, given that it cannot become a borrower of last resort when
international capital markets close (see Chapter 6, Box 6.1).

¢ The sharp drop in deposits (around 20 percent) in Argentina in
2001 signaled the eruption of its banking crisis.

7 It should also be noted that there was a sharp increase in short-
term interest rates in the Nordic countries in 1992 during an at-
tack on the exchange rate. Rates quickly fell after a devaluation.

8 Data and information on features of banking crisis experiences
and their resolution around the world can be found in Caprio and
Klingebiel (1996) and del Villar, Backal, and Trevifio (1997).

® This was the case, for example, in Argentina in 1995 and in Uru-
guay in 2002.
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Argentina and Mexico
in the Mid-1990s

Having implemented strong stabilization programs as
well as financial and other economic reforms in the ear-
ly 1990s, many Latin American countries experienced
large capital inflows. However, in December 1994, large
outflows of capital from Mexico resulted in a balance of
payments crisis and a sharp devaluation of the Mexican
peso (Sachs, Tornell, and Velasco 1995). The crisis of
international investors’ confidence in Mexico expanded
to several other Latin American countries, most nota-
bly Argentina. In order to stem capital flight, Argentina
and Mexico increased domestic interest rates, which led
to concerns that bank borrowers would not be able to
meet their obligations.

By early March 1995, the peso interbank interest
rate in Argentina reached a peak of almost 70 percent,
and in Jate March 1995, the repurchase agreement rate
on government securities in Mexico reached more than
80 percent. Fears concerning the quality of the bank-
ing systems in these two countries were further fed by
the realization that both systems contained pockets of
institutions that were weak even before the exchange
rate crisis. The loss in confidence, combined with tight
monetary policy, resulted in banking crises that re-
quired major restructuring programs.

Constraints

Despite investors’ reduced confidence in the financial
systems in Argentina and Mexico in 1995, regulators
faced banking problems under much more favorable
conditions for successful resolution than was the case in
the early 1980s for a number of Latin American coun-
tries. Policymakers had improved their know-how in
designing effective restructuring programs as a result
of absorbing the lessons of success and failure from the
1980s. And progress had been made in bank reporting
and supervisory conditions, although they were still be-
low developed country standards.

On the funding side, the fiscal situation in each
country was better than in the early 1980s. Moreover,
since the fight against inflaton had become a priority,
each country had committed itself to solving crises with
noninflationary policies. Nevertheless, just as in the
early 1980s, private funding for restructuring efforts
practically vanished with the onset of the crisis, when
perceptions about country risk remained fragile, as in-
dicated by the sharp dip in the Emerging Markets Bond
Index (EMBI) for both Mexico and Argentina. More-
over, despite the reforms of the early 1990s, markets

tor long-term funds remained underdeveloped, and the
market for insolvent banks remained thin. Although
constraints on resolving bank problems had eased com-
pared with the early 1980s, funding constraints were
still relatively severe, in particular when compared with
conditions in developed countries.

Restructuring Programs

In determining whether a restructuring program fol-
lows the three principles, it is necessary to consider the
following aspects of the program: whether it controls
the growth of impaired institutions, who bears the cost
of resolution, and how the program is funded. The as-
sessment here is that while both countries were success-
ful in quickly constraining the growth of banks’ balance
sheets (principle 3), Argentina’s rescue program was
superior to Mexico’s in distributing the costs of solv-
ing the crisis (principle 2) and finding adequate sources
of (noninflationary) funds over a short period of time
(principle 1). By 1996, a consensus emerged that the
Argentine banking crisis was over. By contrast, in Mex-
ico even in 1999, almost five years after the eruption
of the crisis, there were discussions about unresolved
weakness in the banking sector.

Constraining the expansion of weak banks. As early as 1995,
there was ample evidence that principle 1 had been fol-
lowed in the design and execution of programs in both
countries: regulators had not resorted to inflationary fi-
nance to resolve the crisis. The authorities in the two
countries relied on very different tools to accomplish
these tasks. In Argentina, they used stringent controls
on monetary base growth through the convertibility law
and on bank deposit growth relative to the monetary
base through reserve requirements. In Mexico, they en-
forced a capital to risk asset ratio standard. To evaluate
how these alternative methods of controlling the ex-
pansion of bank balance sheets restrained the growth of
weak banks, it is useful to consider the behavior of two
groups of banks in each country between late 1994 and
early 1995. Banks that were candidates for restructur-
ing make up one group, and those that were not make
up the other.

For Argentina, the banking data for the mid-1990s
are aggregated for large provincial banks, which were
relatively weak, and large private banks, which were
relatively strong. To analyze the Mexican restructuring
program, banks are categorized by whether they met su-
pervisory standards for capital and provisions through
their own resources or needed a capital infusion as of
December 1994. For expositional purposes, provincial



banks in Argentina and banks that required a capital in-
fusion in Mexico are designated weak banks; other banks
in both markets are referred to as strong banks.

An important issue is whether the authorities in
each country prevented the weak banks from expanding
credit. Specifically, were these banks capitalizing inter-
est on nonperforming loans into new loans? To answer
this question, it is necessary to determine whether loan
portfolios were growing at a slower rate than the rate at
which interest was being credited to the portfolio.

Table 5.2 presents annualized growth rates of loan
portfolios for each class of bank by country. Based on
1995 data, the rate of growth of loans for both cate-
gories of banks in the two countries was less than the
rate at which interest was credited, indicating that
credit growth was severely constrained.!? In both coun-
tries, the negative growth rate in loan portfolios after
accounting for interest earned was greatest for weak
banks, at about —29 percent in Mexico and —26 percent
in Argentina. Strong banks in Argentina experienced a
growth rate of -6 percent, whereas the strong banks in
Mexico experienced a growth rate of 22 percent. The
evidence indicates that both countries made tremen-
dous strides in controlling the growth of credit to bad
borrowers that capitalized interest payments. The suc-
cess in constraining the growth of bank balance sheets
was consistent with neither country resorting to infla-
tion to rescue weak banks.

Program design and funding: Who paid the cost of restruc-
turing? In designing restructuring programs in Mexi-
co and Argentina, the authorities attempted to comply
with principle 3. The main difference was in implemen-

tation. Policymakers in Argentina quickly moved to
close insolvent institutions and minimized public funds
used to solve the crisis; authorities in Mexico extended
the rescue operadon.!! Dealing with the Mexican bank-
ing crisis took a long time and resulted in a large fiscal
cost because the regulatory system imposed constraints
that prevented the Mexican regulators from tapping ad-
equate sources of funding, and the fiscal authorities de-
layed in recognizing the extent of their liabilities.

In Argentina, the government decided that a large
part of the risk of adjustment would be borne by the
private segment of the banking system. It established
a safety net fund, supported by large private banks and
multilateral institutions and managed by state-owned
Banco Nacién, which was used to provide liquidity as-
sistance to banks that were losing funds. In addition,
the central bank provided liquidity assistance to banks
through swap arrangements. However, the scope of
these programs was limited because the convertbility
law severely restricted the central bank’s authority to
act as lender of last resort.

Similar to Chile’s successful crisis resolution in the
1980s, structural constraints (high foreign indebtedness
in Chile, and the convertibility law in Argentina) were

19 Data are through June 1995 for Mexico and through March 1995
for Argentina. For Argentina, interest credited is for all interest-
earning assets, and for Mexico, data are for interest and fees re-
ceived on loans.

'L A relevant factor that may lie behind this delay is that the crisis
in Mexico brought a major exchange rate depreciation and bank-
ruptcy of nontradable sectors indebted in foreign currency, a fea-
ture absent from the crisis in Argentina in 1995.
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at the core of designing programs and funding sourc-
es. As in the case of Chile, funds for resolving the cri-
sis came from domestic and foreign sources. Another
similarity was that international capital markets dried
up at the eruption of the crisis. Therefore, multilat-
eral organizations and foreign institutions operating
in Argentina were important sources of funds. In con-
trast to Chile, however, Argentina did not have a well-
developed pension fund system as a source of funding
to recapitalize banks. Instead, the authorities came up
with an ingenious alternative. The government issued a
patriotic bond amounting to US$2 billion with a three-
year maturity, paying a below-market floating interest
rate. This bond was sold to domestic private investors
and foreign financial institutions that were established
in the country.? To channel noninflationary sources of
funds to resolve banking problems, the government es-
tablished a trust fund to recapitalize banks. One of the
duties of the fund was to purchase subordinated debt
in banks with a maturity of three years, which was to
be converted to equity if a bank failed to repay inter-
est and principal. This feature of the program enforced
principle 2.

However, early in the crisis, authorities in Ar-
gentina recognized that they could not raise sufficient
funds for a prolonged bailout program. More impor-
tant, they understood that the crisis provided an oppor-
tunity to deepen the banking system reform that they
had initiated in 1991 after the hyperinflation period and
that a sustainable solution would have to involve clos-
ing many troubled banks. Therefore, a significant por-
tion of the resources from the fund established to inject
capital into banks was used to finance mergers and ac-
quisitions, which, by taking control of banks away from
bad managers, reduced the expansion of bad credit. In-
deed, the strong commitment of the authorities to these
reforms (principle 2) led to the success of the restruc-
turing operations (Carrizosa, Leipziger, and Shah 1996;
Burdisso, D’Amato, and Molinari 1998). In a nutshell,
Argentina dealt with the lack of funding, a constraint
typical of emerging markets, by internationalizing the
banking system.

The establishment of a private deposit insurance
system funded by banks was an additional element that
reinforced credibility in the commitment of the au-
thorities to solve the crisis with minimal use of public
funds. This encouraged depositors to keep their funds
in troubled institutions while they were being restruc-
tured. Since the insurance fund was independent of the
government, its commitment to insure deposits could
not be perceived as a potential source of inflationary
finance.

The success of the Argentine restructuring pro-
gram can be summarized by two indicators. First, as
shown in Figure 5.2, the ratio of deposits to GDP was
barely affected by the crisis. This contrasted signifi-
cantly with two previous episodes of bank disinterme-
diation in Argentina: the crisis of 1982 and the crisis
of 1989. Second, the authorities were able to attract
significant amounts of foreign capital to the banking
system. By 1996, Argentina displayed one of the high-
est ratios of foreign participation in the banking system
in the region, reaching about 35 percent. This process
continued during the late 1990s, and by 2000 the ratio
reached about 45 percent (see Figure 5.3).

Mexico’s program also started with the intention
of complying with principles 2 and 3. The recapital-
ization program was sophisticated and designed to en-
sure that private parties that benefited from excessive
risk-taking activities would bear the largest portion of
the restructuring costs. A major problem, however, was
that in its implementation it soon became apparent that
there were no clear benchmarks for crisis resolution,
and that the authorities had not mustered the necessary
political will to minimize the cost of the crisis. As a re-
sult, a number of support programs for debtors raised
the cost of dealing with the crisis.

The government’s complex banking system res-
cue package consisted of four parts (Deutsche Bank
1998). First, there was intervention in insolvent banks,
which were liquidated, merged, or sold. The govern-
ment absorbed their loan portfolios. Second, the gov-
ernment funded temporary capitalization programs,
which involved the provision of loans against subordi-
nated debt. Banks that were not capitalized when the
loans came due would become government property.
This rule was intended to comply directly with prin-
ciple 2. Since all the banks repaid their loans, this part
of the program was considered successful. Third, loan
portfolios were exchanged for government-guaranteed
10-year zero coupons at face value, minus reserve pro-
visions. Commercial banks retained administration of
their loan portfolios, but at the end of the 10-year pe-
riod, proceeds from loan recovery were to be deducted
from the repayment of the principal. Fourth, the gov-
ernment implemented a series of support programs for
debtors, which involved reduction and/or interest rate
cuts. The government used cash payments or securities
to subsidize part of the cost of debt reduction and/or
interest rate cuts.

12 The government was able to raise funds at below-market inter-
est rates by appealing to private investors’ stake in the success of
economic reforms.



FIGURE 5.2 Deposits to GDPF, Argentina and Chile,
1980-2002
(Percent)

Source: IMF (March 2004); central bank publications.

Despite the prompt response to the crisis and a
program with many features pointing in the right direc-
tion, a number of problems arose during the implemen-
tation of the program. First, the size of the nonperform-
ing loans was severely underestimated. This was mainly
due to debtors’ successful lobbying of the congress to
negotiate postponement or elimination of loan repay-
ments. The end result was the development of a culture
of “no debt repayment” that aggravated the extent of
the banking crisis, in violation of principle 2. Indeed, by
the end of 1998, the government acquired through its
crisis fund (FOBAPROA) liabilities of 550 billion pesos
in exchange for almost half of all bank gross assets.

Second, more than 50 percent of the bonds placed
in banks in exchange for bad loans were nontradable,
10-year zero coupon bonds. As a result, banks had sig-
nificant cash flow problems, and their profitability was
severely affected. The reason for this was the refusal
of the government for a long time to recognize that
FOBAPROA debt was indeed public debt that needed
to be part of the fiscal budget and become an interest-
bearing asset. The lack of government commitment to
allocate the needed real fiscal resources to resolve the
crisis was in strong contradiction with principle 1.

Third, in contrast to Argentina, Mexico’s legal
constraints prevented a much needed injection of for-
eign capital into the banking system. In particular, rules
about ownership control and the lack of bankruptcy
laws with sufficient protection for creditors were at
the core of the problem. Thus, as shown in Figure 5.3,

FIGURE 5.3 Foreign Effective Control of Banking
Systems in Argentina and Mexico
(Percentage of total loans)

Source: Salomon Smith Barney; foreign financial institutions in
Latin America.

by mid-1999, the effective foreign control of Mexico’s
banking system remained among the lowest in the re-
gion, reaching only about 15 percent. By delaying the
removal of funding constraints, these developments
also violated principles 1 and 3.

Indeed, the impasse of the Mexican restructur-
ing program was resolved only when the government
adopted the recommendations of principles 1 and 3,
undertaking two key measures at the end of 1999 and
early 2000. First, FOBAPROA debt was recognized as
interest-bearing public debt, and the flow of interest
payments was incorporated into the budget. Second, an
effective bankruptcy law was approved. As a result of
these developments, there was a significant increase in
the participation of foreign capital in the banking sys-
tem, which by 2000 reached almost 50 percent (Figure
5.3). The Mexican crisis illustrates how political will
makes a difference. Although mistakes were eventually
corrected, they unnecessarily elevated the cost of the
rescue operation. The estimated fiscal cost of the crisis
was more than 20 percent of GDP.

Argentina and Uruguay
in the Early 2000s

The banking crisis resolution processes in Argentina
and Uruguay in the early 2000s were contrasting events
in terms of adherence to the basic principles. Since the
eruption of the banking crisis in Argentina at the end
of 2001, authorities have consistently departed from
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the principles of effective crisis resolution. As a result,
the banking system remains largely insolvent when as-
set valuation is measured at market prices. By contrast,
although still facing important difficulties, regulators in
Uruguay better adhered to the principles, and by early
2004 the restructuring program was making important
progress in the right direction.

Origins and Constraints

The Argentine banking crisis of 2001-02 material-
ized because of a combination of underlying fragilities
in the banking system in the late 1990s, coupled with
policies in 2001-02 that destroyed the franchise value
of banks by rendering the payments system ineffective.
Two types of fragilities emerged during the late 1990s.
First, the soundness of the banking system depended on
maintaining a fixed exchange rate because of the large
amounts of bank dollar lending to borrowers with peso-
denominated sources of income.

Second, there was increased bank exposure to
government risk. Figure 5.4 shows the evolution of
the share of government paper in banks’ balance sheets
since 1990. This share declined significantly until 1994;
increased temporarily as a result of the banking cri-
sis resolution in 1995-96; after a parual correction in
1997-98, resumed an upward path; and by the end of
2001 reached a level close to that in 1990. Among all
types of banks, public banks had the largest share of
government paper in their assets. Although there was
a compulsory sale of government bonds to banks, this
only happened in late 2001. Thus, partly as a conse-
quence of attempting to stay profitable in a recessionary
period, banks held increasing amounts of government
paper and underestimated the risks of holding gov-
ernment liabilities. This risk increased during the late
1990s and into 2001 as the fiscal balance deteriorated
and public sector indebtedness increased.

The combinaton of a growing stock of pub-
lic debt, increasing overall fiscal deficits, and no sign
of economic recovery during 2001 fueled perceptions
of government default and abandonment of convert-
ibility. As these perceptions threatened to expose the
risks in banks’ balance sheets, a significant withdrawal
of deposits took place that year. By the end of 2001,
the banking system had lost about 20 percent of de-
posits. As a response to the deposit loss, in December
2001, the government imposed limits on withdrawals
of deposits. Moreover, depositors’ fears were validated
in January 2002 when the government declared default
and depreciated the peso by 29 percent.

Thus, in early 2002, Argentina found itself with a

FIGURE 5.4 Government Liabilities Held by Banks,
Argentina, 1990-2001
(Percentage of total assets)

Source: Rojas-Sudrez (2002); IMF (various years).

currency crisis, a debt crisis, and a banking crisis. On
top of the economic and financial difficulties, the coun-
try was in the middle of a severe political crisis that had
manifested itself in, among other events, the resigna-
tion of the president in December 2001. This complex
situation meant that any process of banking crisis res-
olution would face unusually severe constraints. The
funding constraint was particularly severe because the
default on external obligations implied a total exclusion
of Argentina from international capital markets. The
recession deepened in 2002 and reached a decline in
the rate of growth of economic activity of more than 10
percent. In addition, the funding constraint meant the
government was unable to collect sufficient revenues to
allocate to the resolution of the crisis.

The initial steps taken by the authorities after the
default further tightened the constraints for banking
crisis resolution, especially with regard to the treat-
ment of foreign banks, which in the past (in 1995) had
played an important role in bringing the system back
to solvency. Moreover, regulatory independence—a ne-
cessity for credible restructuring programs—had been
significantly weakened during 2001 with the limitations
imposed on the autonomy of the central bank and the
dismissal of its president.

The effects of the crisis in Argentina had adverse
consequences on Uruguay’s banking system, mainly be-
cause about 40 percent of bank deposits in Uruguay-
an banks were held by Argentines. Following the im-
position of the deposit freeze in Argentina, Argentine
depositors began to withdraw their funds in Uruguay.
This led to about a 12 percent decrease in total deposits
during the first two months of 2002.



Although the Uruguayan banking system did not
have significant exposure to government risk (govern-
ment debt as a ratio of total assets was less than 3 percent
in 2001), it suffered from the same problem of currency
mismatches as in the Argentine case. About 80 percent
of total loans were dollar denominated and half of the
dollar loans were extended to borrowers with Uruguay-
an peso-denominated income. An additional source of
fragility was political interference in the lending prac-
tices of the two large state-owned public banks, which
also had the largest credit exposure in dollar loans to
nontradable sectors.

The initial withdrawal of deposits resulting from
contagion in Argentina was followed by additional with-
drawals by Uruguayan residents who feared that the
banking system was experiencing solvency rather than
liquidity problems. These fears were exacerbated by
Uruguay’s downgrade from investment-grade status and
by the depreciation of the exchange rate that followed
the capital outflows associated with the withdrawals
by Argentine depositors. By the end of July 2002, total
withdrawal of deposits had reached 42 percent.

Did the Uruguayan authorities face constraints as
severe as those in Argentina for implementing a bank-
ing crisis resolution program? The major differences
were not in terms of traditional macroeconomic indica-
tors. For example, by the end of 2001, both countries
were in a sharp recession and had severe fiscal imbal-
ances. By the end of 2002, the consolidated fiscal deficit
as a percentage of GDP was 5.9 in Argentina and 4.1
in Uruguay; the ratio of public sector debt to GDP was
about 60 percent in Argentina and 54 percent in Uru-
guay. The data indicate that neither country was in a
sound position to allocate fiscal funds to the resolution
of the banking crisis.

The crucial difference between Argentina and
Uruguay regarding access to sources of funds for cri-
sis resolution was in the willingness of the multilateral
organizations to provide financial support to Uruguay.
There were two major reasons for this outcome. First,
the crisis in Uruguay was perceived as contagion from
Argentina. Second, and perhaps more important, Uru-
guay did not default on its external debt obligations
with the private sector but instead maintained a market-
friendly approach to creditors that eventually culminat-
ed in a successful debt exchange in May 2003. Another
important difference in terms of funding constraints
was that the Uruguayan authorities were able to per-
suade the headquarters of foreign banks to recapitalize
their branches and subsidiaries, while policy decisions
by the Argentine authorities penalized foreign banks.

Initial Responses

The payments system is at the core of the business of
banks and defines their franchise value. Policy actions
in Argentina during the pre-devaluation/default peri-
od significantly weakened the effective functioning of
the payments system by freezing deposits and imposing
tight controls on cash withdrawals. Banks’ soundness
was also hampered by an exchange of government bonds
held by banks for illiquid government bonds in Novem-
ber 2001 (see LASFRC 2002). As a full-blown bank-
ing crisis became apparent following the devaluation/
default, policy actions further accentuated the problem
and violated all principles for effective crisis resolution
(Gutiérrez and Montes-Negret 2004; De la Torre and
Schmukler 2002).

First, the government of Argentina imposed an
asymmetric exchange of dollar bank assets and liabili-
ties into pesos. Dollar-denominated loans were con-
verted into pesos at the pre-devaluation exchange rate
of 1 to 1, while dollar-denominated deposits were con-
verted into pesos at the rate of 1.4 pesos per dollar, a
much lower rate than the market exchange rate. This
policy clearly benefited borrowers and placed the bur-
den on depositors and banks (with severe consequenc-
es for banks’ capital), and drastically violated principle
2. Moreover, since the foreign obligations that banks
were facing remained in foreign currency, while the
loans banks had given were converted to pesos, a large
foreign currency exposure was introduced into banks’
balance sheets.

Second, a tighter freeze was imposed on time de-
posits because the authorities focused on containing
deposit losses rather than restoring the solvency of the
banking system. The use of time deposits in transac-
tions was limited and their maturity was forcefully re-
structured. These actions contradicted principle 2 by
severely penalizing depositors. In addition, banks lost
their franchise value as the payments system became
impaired.

Penalizing depositors through freezing accounts
is not new; Mexico used a similar strategy with dollar-
denominated deposits (known as petro-dollars) during
the debt crisis of 1982. The financial disintermediation
that followed contributed to a series of consecutive cri-
ses that culminated in a major disruption in 1995. By
contrast, also in the early 1980s, the Chilean program
attempted to recover depositors’ confidence in the
banking system by preserving the real value of deposits.
As Figure 5.2 shows, this policy, coupled with Chile’s
prudent fiscal management and low fiscal dominance of
monetary policy, may have been behind the successful
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increase in banking intermediation and banking crisis
avoidance throughout the late 1990s, in a context of se-
vere external pressures.

Third, in February 2002, the government of Ar-
gentina introduced exchange and capital controls in an
attempt to contain deposit losses and limit the effect of
the outflows on the exchange rate. This further com-
plicated banks’ operations because payments abroad
needed the approval of the central bank.

The combination of all the measures described
above implied a breach of existing contracts and signifi-
cant legal uncertainty, which prompted the headquar-
ters of foreign banks to deny financial support to their
branches and subsidiaries. By mid-2002, the payments
system was completely inoperative and banks’ loan
portfolios continued to deteriorate because no restruc-
turing program was in place.!’ Adhering to principle 1
was not a priority for the authorities.

In contrast to developments in Argentina, and
with a clear example of the costs of inappropriate crisis
resolution at hand, the Uruguayan authorities made it
a priority to preserve the payments system and contain
depositors’ loss of confidence. However, an important
mistake of the initial policy response was to treat the
crisis as a liquidity problem rather than a systemic sol-
vency problem. Thus, the main efforts focused on the
provision of liquidity to the banks through a variety of
instruments at the disposal of the central bank in its
role as a lender of last resort.’* During the three waves
of bank runs from February to June 2002, the central
bank provided significant liquidity assistance, especially
to those banks identified as critical for the functioning
of the payments system. This group of banks included
the two public banks, four private banks, and some co-
operatives. Foreign banks self-financed their deposit
outflows with liquid assets held abroad.

However, despite a widening of the crawling ex-
change rate band, the provision of liquidity translated
into large losses in foreign exchange reserves, a weak-
ened exchange rate, and an increase in the inflation
rate. As international reserves experienced a sharp fall,
market fears of a potential outcome similar to that in
Argentina intensified. Moreover, the role of the cen-
tral bank as an effective lender of last resort lost cred-
ibility as the ratio of international reserves to deposits
plummeted. Throughout this period, the Uruguayan
authorities made significant efforts in differentiating
their policies from those in Argentina. Thus, Uruguay
did not impose conversion of dollar deposits into pesos,
freeze deposits, or default on external debt.

Stll thinking that they were dealing with a liquid-
ity crisis, the authorities created the Fund for Fortify-

ing the System of Banks (FFSF) in June 2002. Inidally
funded with International Monetary Fund (IMF) re-
sources, this fund aimed at complementing the liquidity
provision of the central bank. Because some banks were
experiencing solvency problems, the fund was also de-
signed to provide capitalization support. However, soon
after its creation, it became apparent that the size of the
FESF was not sufficient to deal with the problems at
hand. With international reserves below USS$1billion,
it became apparent that the banking system was experi-
encing a systemic solvency crisis. In July 2002, the cen-
tral bank had to intervene in several banks and eventu-
ally declared a bank holiday to begin a comprehensive
restructuring program.

A Restructuring Program for Uruguay,
but Not for Argentina

The initial measures taken by the authorities in Argen-
tina aggravated rather than improved the solvency of
banks. As discussed in Gutiérrez and Montes-Negret
(2004), the run on banks stabilized in mid-2002 because
of a number of measures, including capital controls,
the gradual lifting of the deposit freeze, and voluntary
swaps of time deposits for government bonds. However,
the authorities did not put in place a serious and com-
prehensive program for bank restructuring to address
the solvency issues the banks still faced. In violation of
principle 2, Argentina did not discriminate in the treat-
ment of banks according to quality. Indeed, the central
bank’s early provision of liquidity and rediscounts sup-
ported public banks, which, as shown in Table 5.3, were
the weakest group of banks in the system at the onset
of the crisis. Consistent with these incentives, there was
a significant shift, in terms of market share, of deposits
from private and foreign banks to public banks, indi-
cating that depositors were not exercising market dis-
cipline in their choice of financial institutions. Instead,
depositors based their actions on recent experience
and the belief that the government would favor public
banks. The lack of a restructuring program therefore
led to an adverse selection problem and intensified the
moral hazard problem typical of banking systems where
adequate regulatory and supervisory practices are not
in place.

U In early 2002, the congress temporarily suspended legal actions
by creditors to collect on their debts. This further undermined the
value of contracts and creditors’ rights.

14 These instruments included advances in pesos, an automatic

overdraft facility, rediscount of central bank certificates of deposit,
and sales of government and central bank paper.



In contrast to the experience in Argentina, the
authorities in Uruguay were able to secure “cred-
ible funds” to finance the implementation of a com-
prehensive restructuring program. The success of the
strategy to stabilize deposits was rooted in the ability
of the Uruguayan authorities to quickly negotiate an
IMF program. The program aimed to do the follow-
ing: (i) provide the Fund for the Stability of the Bank-
ing System with sufficient resources to fully back U.S.
dollar sight and saving deposits of the major domes-
tic banks; (ii) reprogram the maturities of U.S. dollar
time deposits in public banks; and (iii) restructure in-
tervened domestic banks. Another key difference was
the fact that the “rules of the game” for foreign banks
remained intact. That is, the authorities did not impose
conversion of deposits into pesos or a deposit freeze but

instead effectively allowed foreign banks to fulfill the
role of lender of last resort that they claimed to have.!

The shift in gears in the policy actions of the Uru-
guayan authorities from a program designed to use
central bank liquidity as a major source of funding to a
program aimed at restructuring the banking sector with
noninflationary funds was in compliance with principle 1
for successful crisis resolution. In addition, the actions
taken to liquidate insolvent banks without unduly pe-
nalizing depositors were in adherence with principle 2.
In early 2003, a new bank was created with the good
assets of three liquidated banks. The new bank was de-

15 The relatively smaller size of the claims for the case of Uruguay
may have had a bearing on the nature of banks’ responses com-
pared with the case of Argentina.
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signed as a fully commercial bank, temporarily owned
by the government, but under private management. If,
as planned, the bank were successfully privatized in the
near future, principle 2 would be reinforced.

The extent to which principle 3 is fully achieved
will depend on the pending issues regarding the restruc-
turing of the public banks and the disposal of the re-
maining assets from the liquidation of insolvent banks.
Improving the soundness of public banks in Uruguay
is essential for the restoration of the banking system to
become a permanent achievement.

In the meantime, markets have rewarded Uru-
guay’s compliance with the principles for effective
banking crisis resolution. After skyrocketing in mid-
2002, spreads on sovereign bonds decreased significant-
ly and began to approach pre-crisis levels. Moreover,
in October 2003, Uruguay regained access to inter-
national capital markets and was able to place a peso-
denominated, inflation-indexed bond. These develop-
ments sharply contrast with those in Argentina, where
sovereign spreads remain at extremely high levels.

LESSONS FROM EXPERIENCE

The experiences analyzed in this chapter indicate that
the process of banking crisis resolution is crucial in bat-
tling financial disintermediation and assessing the capac-
ity of a banking system to avoid future crises. The reason
is straightforward: A successful bank restructuring pro-
gram provides the right incentivés for avoiding exces-
sive risk-taking by banks. Because an adequate resolu-
tion process improves public confidence in the capacity
of the authorities to tackle future problems, the banking
system becomes more resilient to future adverse shocks
and contagion. Still, the establishment of resilient in-
stitutions represents a challenge for Latin America. Al-
though, as in the case of Argentina, a country may have
successfully battled a crisis in the past by adhering to cri-
sis resolution principles, ensuring financial intermedia-
tion, and providing the right incentives, it is clear that
strong political pressures can change all that.

In reviewing the experience of several banking cri-
sis episodes in Latin America over the past two decades,
six major lessons emerge. First, good banking crisis man-
agement must begin with three basic principles: muster
the political will to channel noninflationary funds to
solve the crisis, ensure that parties responsible for the
crisis bear most of the costs of restructuring, and take
prompt action to prevent problem banks from expand-
ing credit to delinquent borrowers. An examination of
experiences of restructuring banks in Latin America in-

dicates that the key for a successful program is strong
commitment to adherence to these three principles.

Second, experience shows that attaining sufficient
political will to give priority to prompt and effective
resolution of the banking crisis is the most difficult
challenge to overcome. As the experiences of Mexico in
1995 and Argentina in 2001-02 demonstrate, political
pressures tend to impede the implementation of a suc-
cessful restructuring program. The delays and failures
of implementation simply raise the cost of crisis resolu-
tion.

Third, while the three basic principles for bank-
ing crisis resolution are the same for developed and
developing countries, constraints differ significantly
and are much more severe in developing than in devel-
oped countries. These constraints include availability of
funding, availability of markets to dispose of nonper-
forming assets and institutions, and lack of regulatory
independence to put in place a restructuring program.
An important constraint present in all crisis resolution
episodes in Latin America is the loss of access to inter-
national capital markets.

Fourth, although Latin American policymakers
face similar obstacles in resolving banking crises, there
is no unique formula for success. For example, exten-
sion of loan maturities to give borrowers time to return
to solvency is a common element of banking crisis man-
agement in the region. Because banks in the region face
volatile short-term funds markets, regulators must find
ways of removing the risks created by maturity exten-
sion policies from bank balance sheets.

Fifth, a crisis should be used as an opportunity to
strengthen supervision and improve the quality of bank
management. This was the strategy followed by Argen-
tina in 1995. In this regard, it is extremely disappoint-
ing to see the backslide in depositors’ confidence due to
the current process of resolving financial difficulties.

Sixth, foreign banks can play an important role
during a systemic banking crisis in two ways. One, to
the extent that foreign banks are perceived as relatively
stronger than local banks, bank runs might be contained
to a shift of deposits from local to foreign banks, lim-
iting capital flight. And two, experience demonstrates
that if the policies of the local authorities aim at pre-
serving the payments system and achieving a rapid res-
olution of the crisis without changing the rules of the
game (such as the forced currency conversion of depos-
its and loans), headquarters of foreign banks could pro-
vide lender of last resort facilities to their subsidiaries
and even capitalization funds, limiting the cost of the
crisis. This was the case in Uruguay in the early 2000s.

These conclusions lead to the following policy



question: What can the authorities do to ease con-
straints in order to reduce the cost of resolving banking
crises? The only certain means of loosening constraints
in Latin America is to build credibility in policies and
institutions, which takes time. Even policies that are de-
signed to reduce constraints directly, such as forced sav-
ings schemes, can work only when authorities pursue
policies to build credibility. For example, manda-
tory pension funds can be useful as a means of relax-
ing funding constraints. However, these programs will

work only if investors have confidence in the economy.
If policies are volatile and institutions are weak, some
investors will react to forced savings plans by remov-
ing funds from voluntary savings vehicles, such as bank
deposits.

How can authorities know that they have been
successful in relaxing constraints for resolving banking
difficuldes? This will happen when funds markets do
not dry up in a crisis—a feature present today primarily
in developed countries.
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SIX

Bank Regulation and Supervision

HE regulation and supervision of banks are key

elements of a financial safety net. By providing

well-defined prudential guidelines and enforc-
ing them, the safety net can guarantee that risk-taking is
limited or at least provided for in a proper manner and
hence can reduce the likelihood of systemic crises.

There are two classic arguments for banking regu-
lation. First, it protects small and unsophisticated de-
positors. Given their small size and fragmentation, in-
dividual depositors do not have the ability to monitor
whether bank managers are acting prudently and on
their behalf. The regulator in such cases represents the
depositors. Capital regulation and the requirement to
inject new capital when necessary or face closure may
be a way to (re)create the incentives present in nonfi-
nancial firms for managers to act on behalf of share-
holders, or depositors in the case of a financial firm (see
Dewatripont and Tirole 1994).

The second ratonale stems from the need to
protect the payments system and the financial system
more generally. On certain occasions, otherwise solvent
banks may be subject to pure liquidity runs (see Dia-
mond and Dybvig 1983). Moreover, if depositors run
against a weak bank, they may also run against healthier
banks in the system, in what is frequently referred to
as contagion. Contagious bank runs may have signifi-
cant negative effects on the rest of the economy and
hence are generally thought to be costly, especially if
they affect otherwise healthy banks or prevent the nor-
mal functioning of the payments system. In particular,
if otherwise healthy banks fail, their private client in-
formation may be lost and the economy may suffer a
general “credit crunch.”

One way to prevent such runs is for the central
bank to promise liquidity to solvent banks—that is, for
the central bank to provide lender of last resort services
(see Box 6.1). However, the promise of such liquidity
may weaken banks’ incentives to reduce risks. A second
mechanism to prevent liquidity runs is the provision of
deposit insurance. However, if depositors are insured,
the link between the required rate of return and the un-
derlying risk of the bank is broken, and once again the
incentives of bank owners and managers may change.

These shifts in incentives are normally referred to as
moral hazard. Capital regulations may then be seen as
an attempt to counteract the moral hazard created by
the existence of a safety net.

It remains difficult to justify the complex web of
banking regulations present in most countries solely
on the basis of these theories. One view is that bank-
ing regulators respond to managerial incentives toward
“empire building.” However, the official sector appears
to place greater stress on the overall costs of system-
ic banking crises. From this perspective, intervening
through prudential regulation and supervision is jus-
tified on the basis of reducing general banking sector
risks to avoid the potential negative externalities of cri-
ses on the rest of the economy.

Indeed, there is a wide and well-established body
of literature, largely from the official sector, that devel-
ops a best-practice tool kit of banking regulation and
supervision. Perhaps the most coherent official report
promoting banking stability remains that produced by
the G22 in 1988.! The G7’ formation of the Finan-
cial Stability Forum and its focus on financial systems
further underlines the importance of developing good
banking regulations. This body officially endorsed the
Basel Core Principles for Effective Banking Supervi-
sion and the 1988 Basel Capital Accord as two key fi-
nancial standards with which countries should aim to
comply as minimum requirements.” The Basel Core
Principles cover a wide terrain, including supervisory
independence powers and resources, actual regulations
(including capital regulations), and the process of bank-
ing supervision. These principles represent the most
highly developed checklist of internationally accepted
good practice produced to date.

Despite the existence of such accepted best prac-
tices and the large number of official reports extolling
their virtues, there is a surprising deficiency of empiri-
cal analyses as to whether they truly deliver the adver-

! Available on http://www.imf.org/external/np/g22/.

2The changes to the 1988 accord that are underway, encapsulated
in what is now known as Basel II, and their implications for Latin
America are discussed in Chapter 16.
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tised benefits. A notable exception is an empirical paper
based on a recent survey by the World Bank that rais-
es “a cautionary flag regarding reform strategies that
rely on checklists of regulatory and supervisory prac-
tices that involve direct government oversight” (Barth,
Caprio, and Levine 2004). The next section of this
chapter reviews the available literature.

One potential explanation for the results obtained
is that while countries may claim to have a version of
best-practice regulation and supervision, actual im-
plementation is far from ideal. This chapter analyzes
recent data from the IMF and World Bank Financial
Sector Assessment Program specifically regarding the
implementation of the Basel Core Principles. The anal-



ysis supports the view that implementaton, rather than
regulations (or de jure supervisory power), remains a
serious issue.

At the same time, there may be issues partcular-
ly pertinent to Latin America and the Caribbean that
international best practices do not cover explicitly or
do not stress sufficiently. Two such issues relate to the
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treatment of dollar lending and the exposure of the
banking sector to government risk. However, tradi-
tional problems of related lending, poor supervision,
and delayed action persist, as illustrated by the recent
case of the Dominican Republic. The chapter discusses
these issues together with actual and potential regula-
tory responses.
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BEST-PRACTICE BANKING REGULATION
AND SUPERVISION

The World Bank has developed a comprehensive data-
base on regulatory practices, based on a survey of bank
regulators around the world, in an effort to fill the gap
between policy advice and empirical evidence.* The
data allow interesting comparisons across countries or
groups of countries with respect to regulatory standards
and supervisory practices. For example, one of the most
remarkable features of the data is that there appears to
be no difference in the overall measure of official super-
visory power in developed and developing countries.*
Furthermore, developing countries appear to have
lower supervisory forbearance discretion, greater loan
classification stringency, and greater provisioning strin-
gency—although lower capital stringency-—relative to
developed countries.’

Although the responses of regulators suggest that
the official supervisory powers of developing country
regulators are similar to their developed country coun-
terparts, IMF and World Bank assessments tell a dif-
ferent story. These external assessments of compliance
with the Basel Core Principles show that developing
countries perform significantly worse than developed
countries when it comes to supervisory autonomy and
powers. The comparison between the assessments and
the survey data suggest that de jure powers may differ
from de facto powers.

The World Bank survey shows that 2/l Latin Amer-
ican and Caribbean countries state that they follow a Ba-
sel methodology for calculating and expressing capital
requirements, and 16 countries out of 31 respondents
say that their requirements are stricter than Basel’s
8 percent recommended minimum.® Actual capital re-
quirements across the region are illustrated in Figure
6.1.

Barth, Caprio, and Levine (2004) use regression
analysis to test the significance of various regulatory
measures and supervisory practices in explaining cross-
country observations of the following outcome vari-
ables: bank development, bank profitability, overhead
costs, nonperforming loans, and banking crises. The
striking result is that few of the regulations and supervi-
sion practices analyzed are significant in explaining any
of the outcome variables. The two variables that do ap-
pear as significant in the empirical analysis are private
sector monitoring and, to lesser extent, restrictions on
bank activities. In their analysis of banking crises, the
capital regulatory index is significant in most specifica-
tions. The study also attempts to test whether countries
that have more generous deposit insurance schemes

FIGURE 6.1 Capital Requirements in Latin America

Source: World Bank, Bank Regulation and Supervision online database.

control moral hazard through stricter capital regula-
tions; it concludes that they do not.”

The measures of official supervisory power used in
the Barth, Caprio, and Levine study do not seem to ex-
plain the outcome variables, but it is not clear whether
this indicates that real supervisory power is irrelevant
or simply that de jure power is irrelevant. As the macro-
economic literature on central bank independence

* See Barth, Caprio, and Levine (2001, 2004). The database was
updated in 2003 and is available at http://www.worldbank.org/
research/projects/bank_regulation.htm.

* Official supervisory power measures the extent to which official
supervisory authorities have the authority to take specific actions
to prevent and correct problems. See Barth, Caprio, and Levine
(2004).

* Developing countries also appear to have a much lower mor-
al hazard index based on variables related to deposit insurance
schemes.

¢ Interestingly, two economies—Mexico and Puerto Rico—state
that subordinated debt is a required part of capital.

7 However, this does not negate the fact that in the regression
the simple capital regulatory index coefficient is significant. In-
dependent of the generosity of the deposit insurance scheme in
place, stricter capital requirements appear to reduce the likeli-
hood of banking crises. Barth, Caprio, and Levine (2004) state
that the relationship between the probability of banking crises
and the capital requirement stringency variable is not robust. In
their analysis, this variable always has a negative sign and tends
to be significant at least at the 10 percent level in specifications
that include the moral hazard index. Although the interaction be-
tween capital requirement stringency and moral hazard is not sig-
nificant, the two variables tend to become significant when each
is included in the regression (the correlation between the two is
not high), indicating that capital requirements help to diminish
the likelihood of crises, but not more strongly when deposit in-
surance is more generous.


http://www.worldbank.org/research/projects/bank_regulation.htm
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stresses, there may be little correlation between legal
and actual independence.

Another issue is that while some banking crises
may have been due to problems within the banking sec-
tor or deepened by underling fragilities in the financial
system, others have clearly resulted from macroeco-
nomic events. Empirical analyses have not captured this
distinction; they have labeled all banking crises as the
same in constructing the dependent variable for these
analyses. The point is that while banking regulations
may not reduce the probability of a macroeconomic-
induced banking crisis, they may reduce the probability
of a crisis that emanates from the banking system itself.

The preliminary conclusions from the work un-
dertaken to date are that while more stringent capital
requirements appear useful in reducing the likelihood
of banking crises, and restricting banking activities may
also help, most other measures of de jure regulations
do little to improve bank performance or reduce bank-
ing fragility. In particular, how supervisors’ powers are
defined appears to be almost irrelevant. Interestingly,
although private sector discipline appears significant in
improving bank performance, it is not significant in re-
ducing the likelihood of crises. However, a moral haz-
ard index related to the generosity of deposit insurance
is highly significant in explaining banking crises.

BANKING REGULATION
AND SUPERVISION IN LATIN AMERICA

The previous section focused on the responses to a sur-
vey of official bank supervisors. This section considers
data from external assessments, which were performed
by the IMF and the World Bank as part of the Finan-
cial Sector Assessment Program and relate specifically
to compliance with the Basel Core Principles. In terms
of many indicators, the Latin America and Caribbean
region lies between the average developing country and
the average developed nation. Compared with the sur-
vey data, the external assessment data give a less opt-
mistic picture.

There are a total of 30 Basel Core Principles
for Effective Banking Supervision.® Box 6.2 describes
the principles, which are normally divided into seven
chapters: objectives, autonomy, powers, and resourc-
es; licensing and structure; prudential regulations and
requirements; methods of ongoing supervision; infor-
mation requirements; formal powers of supervisors; and
cross-border banking. The assessment finds a country
compliant, largely compliant, materially noncompliant,
or noncompliant for each principle that is assessed.
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FIGURE 6.2 Compliance by Average Country Type

Source: World Bank/IMF Financial Sector Assessment Program.

Figure 6.2 illustrates that the average country in
Latin America and the Caribbean is compliant with
only 6.8 of the 30 principles and largely compliant with
only another 8. Latin America and the Caribbean is
compliant and largely compliant with fewer of the prin-
ciples than other developing countries, and both Latin
America and the Caribbean and other developing coun-
tries lag considerably behind developed countries.

Figure 6.3 gives a more detailed picture of the de-
gree of Latin America and the Caribbean’s compliance
by principle. The region does particularly poorly in
three key areas:

® Only 10 and 20 percent of the countries includ-
ed are compliant with principles 1(2) (operational inde-
pendence and resources of the regulatory agency) and
1(5) (suitable legal framework and legal protection for
supervisors), respectively, and only 20 percent are com-
pliant with principle 22 (remedial measures).

® Only 10 percent of the countries are compliant
with principles 6, 8, 9, and 12, and none is compliant
with principle 13. These principles refer to prudential
regulations and requirements, including capital ade-
quacy (principle 6), loan evaluation and loan loss provi-
sioning (principles 8 and 9), and market risks and other
risks, including interest rate and liquidity risk (princi-
ples 12 and 13).

® An area that has proven to be an Achilles heel
for the region is the link between banks and other fi-

8 Strictly speaking there are 25 core principles, but principle 1 is
subdivided into six subprinciples.
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FIGURE 6.3 Latin America and the Caribbean's
Compliance with Basel Core Principles

Source: World Bank/IMF Financial Sector Assessment Program.

nancial companies, including offshore entdties. Unfor-
tunately there is also a pattern of noncompliance with
core principles 20 and 23, related to consolidated su-
pervision on a national and global basis, respectively.

Principles 1.2 (supervisory independence and
resources) and 1.5 (suitable legal framework and le-
gal protection for supervisors) and remedial measures
(principle 22) are related in that, frequently, supervi-
sors do not take appropriate remedial measures pre-
cisely because of a lack of supervisory independence. In
turn, there may be a lack of supervisory independence
because supervisors lack effective legal protection. In
common with debates regarding the independence of
central banks, the issues are whether supervisors are le-
gally independent and whether they can act indepen-
dently in practice. Without effective legal protection it
is questionable how independent a supervisory agency
can really be.

A lack of real supervisory independence can affect
how all regulations function. Political or legal pressures
may cause officials to overlook noncompliance regula-
tions (forbearance) and may produce loose monitoring
of sensitive issues, such as lending to companies or in-
dividuals related to the bank or with political connec-
tions. Moreover, there is often a relation between lack
of political independence and adoption of inefficient
resolution measures when problems arise. Inefficient
resolution measures that may favor particular groups or
leave problems unresolved because of political or oth-

er constraints can ultimately be costly for society as a
whole. The resources, political independence, and legal
protection of bank supervisors remain key areas for im-
provement of banking oversight in the region.

The combination of Latin America and the Ca-
ribbean’s high stated capital requirements and the poor
assessment of principle 6 (capital adequacy) at first sight
also appears somewhat inconsistent. However, capital
adequacy according to compliance with the Basel Core
Principles does not necessarily imply just being com-
pliant with Basel 1. First, although all countries state
that they follow a Basel methodology to calculate as-
sets at risk, there are various interpretations of what a
Basel methodology implies. Second, an assessment of
whether capital is adequate must first determine wheth-
er accounting practices value assets appropriately, non-
performing loans are treated appropriately, and banks
have reasonable provisions.® Third, although countries
may state a headline Basel I capital requirement, the
reality may be quite different if exceptions are granted
frequently or remedial action is weak. Fourth, the as-
sessment may conclude that Basel I's 8 percent is not
enough and that capital requirements should be higher
than the recommended minimum, given the risks of
banks in the country concerned.

Furthermore, it appears that risk analysis is also
inadequate. Poor compliance with the core principles
regarding loan analysis and loan evaluation and the
regulation of market and other risks is of grave con-
cern. Credit risk remains perhaps the most important
risk faced by banks in the region, but liquidity, interest
rate, and currency risks have also proven to be highly
significant. Clearly this is an area that urgently requires
improvements.

The lack of consolidated supervision in many
countries implies that supervisors do not have the legal
authority (assuming they have the resources) to proper-
ly analyze the risks facing regulated institutions. More-
over, the lack of consolidated supervision may prove to
be a significant hurdle if the region wishes to adopt Ba-
sel ILI. This is an area where banking supervisors must
attempt to gain political support to increase their au-
thority and ensure adequate resources for the task at
hand. Moreover, as banking becomes ever more global-
ized, this is an area that will increase in importance in
the future.

Empirical results to date, with the possible excep-
tion of results for capital requirement stringency, do

® More modern theory would recommend provisions that would
cover expected losses such that capital would cover unexpected
losses to a reasonable level of statistical tolerance.
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not point to bank regulation or supervisory powers as
being critical in improving bank performance or pre-
venting banking crises. However, these results must be
tempered by the fact that assessments of compliance
with the Basel Core Principles find that supervisory
independence, effective legal protection, and remedial
measures are very poor for developing countries and for
Latin America and the Caribbean in particular. Indeed,
the data on compliance with the Basel Core Principles
indicate that while all countries claim to follow a Ba-
sel methodology for capital, few actually have adequate
capital for the job at hand. It is unclear whether the
problem lies with the regulations themselves or inad-
equate implementation of the regulations.

KEY VULNERABILITIES IN BANKING
SECTORS IN LATIN AMERICA

Recent financial crises in the region, from Argentina
to the Dominican Republic and from Ecuador to Uru-
guay, have brought attention to a set of key vulnerabili-
ties regarding appropriate bank regulation and supervi-
sion. This section discusses two such issues: loans to the
public sector and dollarized lending. However, at the
same time, bank regulators and supervisors cannot be
complacent regarding the more traditional risks of con-
centrated and related lending that were largely behind
the recent crisis in the Dominican Republic. Box 6.3
presents a brief summary of how that crisis unfolded
and its subsequent effects.

The question of loan concentration and related
lending is addressed in Basel Core Principle 10. Com-
pliance in Latin America and the Caribbean continues
to be poor (only 20 percent of countries are compliant,
although another 30 percent are largely compliant).
However, there is no mention of related lending for the
calculation of Basel I capital requirements, and Basel
Il’s proposals on this issue are relatively lax compared
with the current rules in many countries in the region.
Basel II allows lending to related parties, but any lend-
ing above a certain fracton of bank capital to one re-
lated party (or above a second fraction to all related
parties) must be subtracted from capital. Many Latin
American and Caribbean countries simply impose strict
limits (as a percentage of bank capital) on lending to a
related party. The limit varies, with the tightest rule in
Ecuador, where the figure is zero. Only seven of the
31 Latin American countries have quantifiable rules on
lending concentration.!? Assessments of the Basel Core
Principles indicate poor compliance indeed with Basel
Core Principles 9 and 13, which cover this area (large

exposure limits and other risks, respectively). Given the
experience in the Dominican Republic and previously
in other countries with banking crises in the region,
this is an area that urgently requires some type of inter-
national standard—above and beyond the Basel Core
Principles and the current drafts of Basel II.

Two of the major risks faced by Latin American
banks are related to issues not covered explicidy in the
Basel Core Principles or the Basel Capital Accords. On
the one hand, Latin American banks are highly exposed
to own-government risk; on the other hand, in most
countries currency risk remains a major threat.

Lending to the Sovereign

During the past several years, bank lending to national
governments has increased dramatically. Figure 6.4a
plots the trend of the ratio of bank loans to the public
sector (including direct lending and holding govern-
ment bonds) to total assets in the banking system. In
the mid-1990s, bank holding of public debt was around
9 percent of the banking system’s total claims; by 2002
the ratio averaged 16 percent. As shown in Figure 6.4b,
in Mexico, Argentina, Jamaica, and Brazil, it reach-
es more than one-third of total claims. In Colombia
and Venezuela, the ratio is nearly one-fourth of total
claims.

It is natural that in times of crisis banks look for
safe assets in order to reduce the risk of their portfo-
lio. What is troublesome is that the risks of taking such
positions are not dealt with efficiently, and regulation
induces the holding of government debt by assigning
low-risk weights to assets that, at least in the view of the
markets, are far from risk-free. When negative shocks
hit the economy, banks substandally increase their
holdings of government debt, the riskiness of which
also tends to increase with the crisis.

Table 6.1 summarizes legislation on the treatment
of public debt in 11 Latin American countries. It is
remarkable that in virtually none of the countries in
the sample is there any consideration of the risk levels
of government debt. In all countries except for Chile
and Ecuador, the central government is given a zero
risk weight.!' Moreover, in most countries government

10 The exact wording of the question in the Barth, Caprio, and
Levine (2004) survey is, “Are there explicit, verifiable, and quan-
tifiable guidelines regarding asset diversification (for example, are
banks required to have some minimum diversification of loans
among sectors, or are there sectoral concentration limits)?”

1t Subregional government debt is given a higher risk weight al-
most everywhere, but bank holdings are primarily central gov-
ernment debt.



Bank Regulation and Supervision

™
D



94

FIGURE 6.4 Bank Holdings of Public Debt

Note: Latin American countries included in Figure 6.4a are Argentina,
Belize, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic,
Ecuador, El Salvador, Guatemala, Haiti, Honduras, Mexico, Nicaragua,
Panama, Paraguay, Peru, Uruguay, and Venezuela.

Source: IDB calculations based on IMF and World Bank data.

debt is valued at face value rather than at market value,
clearly an improper valuadon of government risk in
banks’ balance sheets.

While there are complex political economy
problems involved in changing regulations on the
treatment of public debt in bank balance sheets, given

that bank funding represents an important source of
revenue for troubled governments across the region,
it is certainly a problem that bank regulators need to
face. Unfortunately, internatonal standards do not
provide effective ways of dealing with this, particularly
in developing countries. It remains exclusively in the
hands of local regulators to guarantee the safety of the
deposits that back government bond holdings.

Currency Mismatches

As shown in Figure 6.5a, financial dollarization has
been growing in Latin America over time despite a ma-
jor reduction in inflation and a shift toward fiscal con-
solidation and central bank independence. Although in
principle dollarization can exacerbate a typical Latin
American economy’s vulnerability to adverse shocks
(for example, sudden stops), it is likely to remain a key
feature in the region. In fact, it is difficult to think of
political economy incentives strong enough for policy-
makers to come up with explicit policy programs de-
signed to actively reduce dollarization in the region in
the near future. As dollarization seems likely to remain
significant in the region, it is important to discuss how
to cope with it while mitigating its potentially harmful
effects. Current international regulatory practices do
not deal with this risk explicitly.

Dollarization of private and public sector assets
and liabilities is widespread throughout Latin America.
As part of a comprehensive set of structural reforms—
some of which came in the aftermath of financial crisis
and hyperinflation—many Latin American countries
liberalized and reformed their financial markets. In
the process, strong linkages to the U.S. dollar were
developed, frequently through the adoption of fixed or
quasi-fixed exchange rate arrangements, in a context
of increased capital mobility. In many countries
restrictions on holding financial assets abroad, moving
assets freely across the border, or issuing liabilities in
foreign currency both locally and across the border
were lifted, and competition between domestic and
foreign currencies increased. In many cases this led to
the dollarization of deposits and loans in the domestic
financial system, significant holdings of financial
assets abroad, and in general the issuance of foreign-
denominated liabilities of the private and public
sectors.

Figure 6.5b shows several countries in Latin
America with less than full dollarization, that is, those
that have not adopted the dollar as legal tender. A first
pass at the data reveals that in some form or another
dollarization is a generalized phenomenon throughout



the region.!? Compared with other emerging market
countries, financial dollarization in Latin America is
high. On average, in non-Latin American emerging
markets the share of dollar-denominated deposits is
around 22 percent; in Latin America the corresponding
figure is around 37 percent. Moreover, in some coun-
tries, such as Bolivia, Costa Rica, Nicaragua, Paraguay,
Peru, and Uruguay, more than 40 percent of deposits
and loans are denominated in dollars.

Several concerns regarding the vulnerability of the
financial system emerge with dollarization. Although
empirical evidence suggests that dollarization can
reduce the adverse effects of high inflation on financial
intermediation, there are valid concerns with respect to
its impact on financial fragility (De Nicolé, Honohan,
and Ize 2003). Dollarized financial systems are par-
ticularly subject to solvency and liquidity risks. The
main source of fragility is through currency mismatches
in the event of large exchange rate depreciations.
Regulations have limited the extent to which banks can
have currency mismatches in their balance sheets, but
the indirect effects of portfolio deterioration remain.
In a way, the currency mismatch is transferred to
borrowers, but the financial institution still bears the
currency mismatch risk, especially if the borrower is
unhedged.® This form of credit risk may be associated
with an increased risk of deposit withdrawals that can
lead to bank runs in response to or anticipation of a
devaluation (De Nicol6, Honohan, and Tze 2003).

Despite the fact that the risks of dollarization have
been felt strongly in most of the region, regulation

has not dealt efficiently with the potential risks.
In fact, Galindo and Leiderman (2003) show that
prudential regulation directly addresses risks related to
dollarization in only a few cases. Table 6.2 presents some
of the most important findings of a survey conducted by
Galindo and Leiderman (2003) to identify how banking
regulation deals with dollarization risks.

Inallofthe countriesin the study, regulationimposes
restrictions on direct exchange rate risk exposure in
the balance sheets of financial institutions; however, it
does not deal with the possible deleterious effects of
borrowers’ dollarization on the quality of loans. Only
in Costa Rica and Uruguay are the authorities studying
the possibility of assigning specific provisions or capital
requirements to dollar-denominated loans. Argentina,

Chile, Colombia, Costa Rica, Peru, and Uruguay have

12 While some countries, such as Brazil, Chile, Colombia, and
Venezuela, have successfully contained the degree of dollariza-
tion in the domestic financial sector, financial dollarization tends
to appear in the form of dollarization of public sector liabilities or
dollar-denominated offshore deposits and loans. Hence, even in
cases of moderate domestic dollarization (following the terminol-
ogy of Reinhart, Rogoff, and Savastano 2003), such as Colombia,
vulnerabilities associated with dollarization may arise because the
corporate sector may be exposed to balance sheet effects of ex-
change rate fluctuations via foreign indebtedness. This vulner-
ability can also lead to banking sector problems given that agents
that are indebted abroad in foreign currency are also indebted to

local banks.

13 De Nicol6, Honohan, and Ize (2003) show empirical results
suggesting that in fact highly dollarized economies are more
prone to solvency problems and high deposit volatility.
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encouraged banks to incorporate exchange rate risk
into the valuation of credit risk. However, there are
no systematic guidelines for doing so and no specific
criteria for attaching specific provisions to these risks.
Because in most countries provisioning rules are
determined based on accruals rather than forward-
looking criteria, there is no systematic way to deal with
borrowers’ currency mismatches and reduce the impact
of exchange rate fluctuations on banking stability.

Although the adoption of Basel II (which is
discussed in Chapter 16) could ease the current lack
of direct prudential actdon with respect to currency
mismatches, it is unlikely that the use of internal credit
risk assessment models will be generalized throughout
the region. Given the lack of data in some countries
and questionable technical quality at some banks
and banking superintendencies, it is unlikely that
in the near future most banks will have the methods
and mechanisms to adequately assess such risks. In
addition, financial systems need to develop a prudential
framework that deals with the risks of domestic
dollarization. Therefore, countries should consider
introducing tighter prudential requirements on foreign
currency loans in the form of specific rules, such as
ceilings on certain exposures, or general provisions on
foreign currency loans. In more sophisticated markets,
or at least for more sophisticated banks, such as foreign
banks from developed countries that operate in the
region, the use of internal credit risk models could be
allowed as long as domestic regulators effectively deal
with the currency mismatch problem.

The most dollarized countries have tried to
deal with liquidity risk by imposing higher reserve
requirements on dollar-denominated liabilities. In this
sense regulation has been aimed at letting banks bear
the full risk and cost of assuming dollar-denominated
liabilities.

In Bolivia, for example, differential reserve require-
ments have been in place for a long time. Virtually no
fixed-term deposits in domestic currency or inflation-
indexed units with maturity of less than 720 days have
a reserve requirement. All deposits in foreign currency
have a 10 percent reserve requirement, except those
with maturity greater than 720 days. Demand deposits
in either currency have a 10 percent requirement.

The Peruvian case is similar. In order to reduce
liquidity risk, maintaining relatively high levels of re-
serves is a policy objective. As in Bolivia, there are dif-
ferential reserve requirements for foreign currency and
domestic currency deposits. On average, domestic cur-
rency deposits have an 8 percent requirement, while
foreign currency deposits have a 20 percent require-

FIGURE 6.5 Financial Dollarization

Note: Values are U.S. dollar deposits/total deposits in the domestic
financial system. The sample for Latin America in Figure 6.5a includes
Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic
Guatemala, Mexico, Nicaragua, Peru, Paraguay, Uruguay, and Venezuela.
Other emerging economies include: Bulgaria, Czech Republic, Hungary,
Israel, Korea, Malaysia, Morocco, Nigeria, Philippines, Poland, Russia,
Slovak Republic, Thailand, and Turkey.

Source: Arteta (2003); Honohan and Shi (2002); bank superintendencies.

ment. These rates have been effective since 1998; how-
ever, differential requirements have been in place since
the 1980s.

As in Bolivia and Peru, Paraguay has adopted dif-
ferential reserve requirements. It is notable, however,
that aside from this measure, the country has done little
to deal with the financial vulnerabilities associated with
dollarization.



CONCLUSIONS

This chapter has focused on the rationale for banking
regulations, how they have been implemented, their
effectiveness, and what may be missing from banking
regulations to date in the region. Banking regulations
are normally justified on theoretical grounds to pro-
tect small depositors, the system of payments, and the
financial system more generally. Preliminary empirical
work based on data from a new survey of bank regula-
tions in countries around the world offers a sanguine
portrait of how they may be working in practice.
There is some evidence from a survey of official
supervisors in each country that countries with stricter
capital requirements and restricted bank activities have
improved bank performance and reduced vulnerabil-
ity to crisis. However, the evidence is mixed and other

indicators—including official supervisory power—
appear to have little effect. The IMF and World Bank’s
external assessments of the Basel Core Principles find
significant problems with the effective implementation
of the standard checklist of internationally recognized
best practices.

Clearly there is an urgent need in developing
countries—and in Latin America and the Caribbean in
particular—to focus attention on the appropriate im-
plementation of banking regulations and the real power
and independence of bank supervisors as opposed to
their narrow legal authority. At the same time, there is
evidence that moral hazard through generous deposit
insurance increases the likelihood of banking crises and
that private sector disciplinary techniques can improve
bank performance if not stability.
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SEVEN

Designing Deposit Insurance

HE banking crises that ravaged the region

during the past decade led to a reevaluation

of the regulatory and institutional framework.
To what extent could the bank runs in Argentina, Ec-
uador, and Uruguay have been avoided had there been
a stronger financial safety net? Is it possible to design
institutions that will foster a sound safety net and lower
systemic risks? The previous chapter discussed the role
of prudential regulation and banking supervision in at-
taining such goals. This chapter discusses the role of
an institution that complements regulation and super-
vision in the search for a solid and stable banking sys-
tem: namely, deposit insurance. Most modern financial
systems have a deposit insurance scheme whose goal
is to avoid speculative runs and protect depositors (es-
pecially small and medium-size account holders). This
chapter analyzes the objectives, range, and limitations
as well as the design characteristics of a sound deposit
insurance scheme and describes the role of deposit in-
surance in the region.

FINANCIAL SAFETY NETS

Deposit insurance should not be viewed as an isolat-
ed instrument, but rather as a part of a coherent and
consistent set of instruments for banking safety that in-
cludes an adequate prudential regulatory framework,
banking regulatory and supervisory institutions to en-
force the regulations, a lender of last resort to provide
liquidity when needed, effective and efficient resolution
institutions, and a suitable environment for depositors
to bring the behavior of banks into line with their own
interests through market discipline. (Chapter 8 discuss-
es private oversight and market discipline.)

The main objectives of banking safety nets are the
prevention and resolution of systemic crises and the pro-
tection of depositors. When using financial safety net
instruments, it is important to distinguish between the
treatment of liquidity and solvency problems. Although
in many instances it is not easy in practice to distin-
guish between the two, an explanation of the conceptu-
al difference regarding the primary use of each financial

safety net instrument is useful. From a preventive (ex
ante) viewpoint, all financial safety net instruments play
a relevant and complementary role in decreasing the
risks of individual and systemic financial crises, both for
liquidity and solvency. Nevertheless, as regards prob-
lem resolution (ex post treatment), it is useful to make
a conceptual distinction. Deposit insurance thus plays a
primary role in the care of depositors in the event that
individual banking entities have solvency problems. By
contrast, the role of lender of last resort is the principal
role played in cases of liquidity problems.

International experience, in particular that of Lat-
in America and the Caribbean, shows that deposit in-
surance is useful at times of relative normality in the
banking system. In periods of systemic crises, however,
its capacity is considerably reduced for a variety of rea-
sons. In such cases, as discussed in Chapter 3, the crisis
becomes primarily a fiscal problem.

OBJECTIVES AND DESIGN OF DEPOSIT
INSURANCE

Deposit insurance is an institution designed to take care
of depositors in the event of solvency problems. It re-
imburses depositors for part or all of their deposits in
case a bank fails. A main objective of deposit insurance
is to contribute to the stability of the banking system by
preventing bank runs in the wake of announcements or
rumors that suggest possible problems at one or more
banks and raise doubts about the solvency of the system.
Deposit insurance also protects small depositors when
banks go bankrupt.! And deposit insurance contributes
to facilitating the restructuring or closing of a bank in
an orderly manner by establishing explicit procedures
for accessing the resources of the insurance fund.
Despite the clearly defined objectives of deposit
insurance, achieving them is no easy task because the
very existence of deposit insurance encourages unde-

! Usually small depositors have little ability to interpret the
available information and tend to keep only limited amounts on
deposit.
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sirable behavior on the part of depositors and banks
that can lead to weakening the banking system. This
behavior is known as the problem of moral hazard. It
is also possible that any incentive that depositors may
have to monitor the operations of their bank is lost or,
in other words, market discipline is relaxed, that is,
depositors may not exercise their power to affect the
behavior of bankers (see Chapter 8). Deposit insur-
ance, by guaranteeing the reimbursement of funds in
the event a bank fails to meet its obligations, lessens
the concern on the part of depositors to learn about
the financial situation of their banks and to demand
yields in accordance with the potential risks assumed
by those banks.

Moral hazard is also manifested in the behavior
of the banks. If banks perceive that deposit insurance
funds are available to bail out banks with problems,
then banks might have an incentive to engage in high-
risk activities.

It is precisely the presence of moral hazard prob-
lems that makes it so crucial to properly design deposit
insurance. International experience analyzed in detail
in Cull, Senbet, and Sorge (2001) and Demirgii¢c-Kunt
and Detragiache (2002) reveals that although properly
designed deposit insurance may contribute to the sta-
bility of a banking system, a deficient design scheme
that allows moral hazard problems to materialize can
lead to banking crises. The great challenge therefore
is how to properly design such a scheme. International
experience has highlighted a number of factors to be
considered.

To reduce moral hazard, it is first and foremost
recommended that deposit insurance be explicit and
that coverage be low and restricted to certain types of
deposits. The existence of implicit deposit insurance
(that is, situations in which authorities cover deposi-
tors in the event of problems and fulfill the functions
of deposit insurance even when no formal insurance ex-
ists) has contributed to the emergence of banking cri-
ses (Demirgii¢c-Kunt and Sobaci 2001). If regulations
are not clear, both bankers and depositors tend to as-
sume that authorities will bail out the banks and that
deposits are therefore protected. This leads to excessive
risk-taking by bankers and inefficient monitoring by
depositors. These problems are increased when, as in
the past, authorities in effect repeatedly bail out banks
and when there is the perception that certain banks will
always be protected because of their large size (known
as the “too big to fail” doctrine). Thus there is a need
for clear recommendations regarding the need for de-
posit insurance to have transparent rules and be free of

ambiguity.

The main recommendation for deposit insur-
ance coverage is that it be limited and inexpensive. The
greater the coverage, the less will be the desire on the
part of depositors to monitor their bank and exercise
discipline to prevent the bank from taking excessive
risks contrary to the interests of the depositors. Inter-
national recommendations suggest that deposit insur-
ance must be limited to deposits of individuals in the
country, excluding all other types of deposits, especially
all offshore and interbank accounts. In addition, setting
maximum amounts of coverage per depositor, not per
separate deposit account, is recommended. This en-
sures that a depositor has no incentive to divide depos-
its into multiple accounts in order to gain greater cov-
erage in the event of problems. Another reason of no
less importance is to avoid regressive transfers through
distribution of income, as has happened in the past (see
de Ferranti and others 2004).

The principle to be observed regarding the maxi-
mum amount of insurance per depositor is to establish
coverage in such a way that it covers a high proportion
of the number of deposit accounts while covering a low
proportion of the total value of the deposits. The cov-
erage may also be differentiated according to the type
of deposits (for example, coverage of foreign currency
deposits could be excluded) as well as according to the
type of institutions (for example, only banks).

An additional element for mitigating moral haz-
ard is co-insurance. Strictly speaking, co-insurance is
understood as a situation in which the depositors must
share in the losses in the event coverage of the insured
deposits is needed (for example, when the system covers
only a percentage of the amounts on deposit). The exis-
tence of co-insurance, although it offers a lesser benefit,
may nonetheless serve as an incentive for the exercise of
market discipline.

Although the problem of moral hazard surfaces
immediately when analyzing deposit insurance, the de-
sign of a sound deposit insurance scheme must also deal
with the management of problems of adverse selection.
The problem of adverse selection arises when there are
deposit insurance characteristics that cause only weak
banks to participate in the scheme. Should this situa-
tion arise, it would weaken the banking system precisely
because it would end up protecting only the riskiest in-
stitutions.

These problems can materialize when enrollment
in deposit insurance is voluntary and when the premium

2 See Gareia (1999) for a more detailed discussion on the lessons to
be learned from international experience and CAN (2001) for an
in-depth discussion on Andean countries.



charged to banks for participating in insurance is not ad-
equate for the risk involved. To guard against only weak
banks joining the system, membership must be compul-
sory. If membership is voluntary and only weak banks
join, the fragility of the banking system is increased as
a whole because depositors may be more attracted to
deposit their money in insured banks, which will tend
to be the weaker banks.

Adjusting the premium to the risk contributes to
controlling the potential subsidizing of weak banks
by strong banks, which is what could happen in a sys-
tem in which all pay the same premium. Collection
of a higher premium for risk may act as a disciplinary
mechanism that in turn may limit excessive risk-taking
on the part of banks. There are various methods for
evaluating risk and setting premiums. In some coun-
tries, risk rating agencies establish the categories; in
others, the rules of banking supervision set the asset
risk classifications.

The design of a sound deposit insurance scheme
also requires dealing with what is known as agency risk,
that is, the risk that the entity managing the deposit
insurance will not represent the interests of the deposi-
tors but rather those of the banks. To avoid this risk,
the deposit insurance entity must be an independent
institution and must not have in its senior management
representatives from the banking system. However,
it should be stressed that independence must not go
against the need to cooperate with all other institutions
in the banking safety net.

Finally, it is crucial that deposit insurance be cred-
ible. Even if all the recommendations are implemented
and it becomes possible to reduce moral hazard, ad-
verse selection, and agency risks, deposit insurance may
still not be credible if it does not demonstrate that it
can act quickly and efficiently when a bank fails. De-
posit insurance must have clear and precise procedures
to reimburse the deposits covered in the event of a bank
intervention.

To be credible, deposit insurance requires funda-
mental financial stability. Deposit insurance must have
an adequate fund and must demonstrate that it has ac-
cess to additional resources in case that fund becomes
insufficient. With respect to the fund, a resources goal
must be established to guarantee that payments will be
made during normal times. The goal amount must be
calculated on the basis of an estimate of the value of a
banking problem in normal times, and based on that
estimate, a fund may be set up through the collection
of premiums from banks participating in the insurance
scheme. Regarding access to resources, it is possible
that nonsystemic situations may arise in which the de-
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mand for payments is greater than the amount the in-
surance fund has available. To exit such a situation, the
insurance system must have access to financing sources,
for example, an emergency line of credit with the cen-
tral bank or the treasury that will enable it to access
these resources through loans from temporary funds.
If such a mechanism is in place, it is equally important
that there be clearly defined rules that will avoid tem-
porary access to public funds resulting in a loss of inde-
pendence or causing deposit insurance to become man-
aged for political purposes.

As regards the ownership structure of deposit in-
surance, a distinction may be made among public, pri-
vate, and mixed systems. Generally speaking, greater
public participation could be associated with greater
availability of resources, on top of those already accu-
mulated in the fund in order to take care of insured de-
posits.

DEPOSIT INSURANCE IN LATIN AMERICA

The balance between the benefits and costs of deposit
insurance schemes depends on the design character-
istics of those schemes and the particular situation of
each country. The most relevant design characteristics
for the region as regards the risk coverage and recom-
mendations suggested in the previous section are con-
centrated in the following areas: system formalization,
membership, coverage, premiums, co-insurance, insti-
tutionality and administration, and funding (Financial
Stability Forum 2001; Demaestri 2001). These charac-
teristics are summarized below, focusing on the coun-
tries of the region and comparing them with experience
in the rest of the world.?

System Formalization

For the most part, countries in Latin America and the
Caribbean have explicit deposit insurance schemes.
Table 7.1 shows that of a total of 26 countries in the
region, 19 have explicit deposit insurance.* Around the
world, approximately half the countries have explicit
systems.

3 This section is based on Demaestri and Farfin’s (2004) research
on the treatment of deposit insurance schemes in Latin America
and the Caribbean. In comparing the characteristics of deposit in-
surance schemes worldwide, Barth, Caprio, and Levine’s (2001)
database of 151 countries was taken into account.

# Uruguay has established a system, although it is not yet regulat-
ed. Bolivia has a Financial Restructuring Fund that acts as deposit
insurance.
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Although there were earlier experiences in the re-
gion, the systems currently in force were for the most
part implemented during the 1990s and at the begin-
ning of this century. Chile (1986), Colombia (1985), and
Trinidad and Tobago (1986) have the oldest systems.
The deposit insurance system in Paraguay, established
in December 2003, is the most recent in the region.
Also noteworthy is the date of creation of the deposit
insurance systems, which in 17 of the 19 cases identified
were implemented on a date close to a systemic banking
crisis (see Table 7.2).

Membership

The 19 countries with an explicit deposit insurance
scheme have established compulsory participation
of institutions that accept deposits from the public.’
Worldwide, almost 90 percent of the explicit systems
have compulsory institution participation.

5 In Uruguay the executive branch was authorized to exempt from
contribution to the insurance fund those institutions with suffi-
cient insurance or support from other institutions or parent com-
panies abroad.



Coverage

Currently the 19 countries with explicit systems in
the region offer limited coverage.5 Particular atten-
tion should be paid to the cases of Ecuador and Mex-
ico, which until recently offered unlimited guarantees.
However, Ecuador has just completed the process of
transitioning to limited coverage, while Mexico is in a
gradual process of reducing the amount insured.’

Table 7.1 shows that 12 countries have established
deposit coverage for amounts less than US$10,300. By
contrast, Peru, Nicaragua, the Dominican Republic,
the Bahamas, and Mexico insure deposits for more than
that amount, with Mexico insuring the greatest amount.
Table 7.3 shows that coverage in Latin America and the
Caribbean is comparable to that observed around the
world.®

Figure 7.1 shows that Mexico has the highest ra-
tio of maximum amount insured to per capita GDP of
the countries studied. Considering the coverage goal
for 2005 (US$130,000), the maximum coverage will be
close to 14 times GDP per capita.” Chile has the low-
est ratio at 0.3. Nicaragua has a relatively high ratio in
comparison with the rest of the countries at 9.3.

All the countries in Latin America and the Carib-
bean are establishing nearly all deposits as insurable.
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Nevertheless, some countries have restrictions, chief-
ly on foreign currency deposits or interbank deposits.
Of the 19 countries with explicit schemes, four exclude
coverage for foreign currency deposits, while 11 ex-
clude interbank deposits.

Premiums

There is a growing tendency to set premiums differ-
entiated by level of risk. Seven countries in the region
have differentiated premiums. Worldwide, 30 percent
of the countries have this type of premium.

¢ In the case of Bolivia, the Financial Restructuring Fund does not
establish a maximum amount. In the case of Uruguay, regulations
for the system have not yet been drawn up. The Financial Systemn
Restructuring Act in Uruguay authorizes the executive branch to
set aside part of its resources to cover deposits up to US$100,000.

7 In 2004 the maximum amount insurable was up to 5 million Uni-
dades de Inversién (UDIS), which is approximately US$1.6 mil-
lion, and it is anticipated that the amount will drop to 400,000
UDIS (approximately US$130,000) in 2005.

# Of the total 151 countries in the database, 75 have explicit sys-
tems, and of these, 45 countries have data referring to the maxi-
mum insurable amount on which the statistics in this chapter were
prepared.

9 Data on per capita GDP are from the World Bank’s World De-
velopment Indicators (in current 2002 U.S. dollars).
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FIGURE 7.1 Maximum Insured Bank Deposits
in Latin America and the Caribbean

Note: For Mexico, the amount in thousands of dollars is the value
proposed for 2005 (around US$130,000}.
Source: World Bank (2003).

Co-insurance

Colombia and Chile are establishing co-insurance sys-
tems in a strict sense. In the case of Colombia, the sys-
tem establishes a co-insurance of 25 percent. Chile is
establishing a co-insurance scheme for term deposits in
which they will be insurable up to a maximum of 90 per-
cent, provided the account holder is a private individual
and the account holds term registered instruments.

Of the total sample of 151 countries, 75 have an
explicit scheme, and of these, 49 percent have estab-
lished co-insurance as a characteristic of the explicit de-
posit insurance scheme. The percentage participation
is greater than in the case of countries in Latin America
and the Caribbean (20 percent).

Institutionality and Administration

Explicit deposit insurance schemes in the region are for
the most part administered by the state (14 of 19). Only
two have a private scheme (Argentina and Brazil), and
three have a mixed scheme (El Salvador, Honduras, and
Peru). Public schemes are in the main attached to and
administered by the central bank or are independent
public law entities.

Funding

Of the 19 countries with explicit deposit insurance
schemes in the region, most have a system primar-
ily funded by banks. Only Chile has a clearly publicly
funded system, while five countries (El Salvador, Gua-
temala, Honduras, Mexico, and Trinidad and Tobago)
have a system with mixed sources of financing. This fol-
lows the international pattern closely. Excluding Latin
America and the Caribbean, in the rest of the world,
around 65 percent of countries with deposit insurance
systems fund them using private sources only, nearly 5
percent use only government funding, and 30 percent
use both sources of funding.

Thus, with respect to the basic characteristics,
there are no great differences between deposit insur-
ance schemes in Latin America and the Caribbean
and those in the rest of the world. In fact, the avail-
able empirical evidence suggests that in Latin Ameri-
can and Caribbean countries, deposit insurance has not
decreased market discipline on the part of depositors
(See Martinez Perfa and Schmukler 2001). Despite the
existence of deposit insurance, depositors move their
bank deposits when they see that the risk posture of the
bank is excessive, or when they demand higher returns
from their deposits in order to offset risks. Therefore,
this aspect of moral hazard seems to have been limited
in Latin America.

CRISES

To better understand the range and limitations of de-
posit insurance schemes, it is essential to distinguish be-
tween their effects in times of financial “normality” and



in times of crises. In normal times, deposit insurance
plays a preventive role by increasing the confidence of
depositors and limiting the possibilities of bank runs
and makes it possible to take care of depositors in the
event of closings of isolated institutions that are not
large enough to constitute a systemic risk. Deposit in-
surance can function efficiently up to the point where a
risk of generalized collapse exists. However, from that
point on, owing to the usual magnitude of crises, bank
failures become a fiscal problem. Deposit insurance
cannot possibly cover the systemic risk of countries.
Rather, deposit insurance is an institution established
to attempt to contain risks and prevent such risks from
becoming systemic.

105

The case of Argentina illustrates this point per-
fectly. In 1995 at the time of the Tequila crisis, Argenti-
na did not have deposit insurance. It was put into place
just after the crisis in 1995 and was designed based on
international best practice. The insurance offered sig-
nificant financial assistance and helped to successfully
resolve the liquidation of banks with solvency problems
during the period between financial crises (1995-2001).
This was achieved chiefly through the creation of finan-
cial trusts set up with the assets of liquidated banks after
transferring their deposits and assets in equal amounts
to other entities. When the crisis in 2001 began, due to
its large size, depositors were rescued for the most part
by the National Treasury (with liquidity assistance to
the institutions by the Central Bank), and thus the role
of deposit insurance was relatively marginal.
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Private Oversight
of the Banking Sector:
The Role of Market Discipline

EPOSITORS play a crucial role in guaran-

teeing the soundness of the banking system.

When banks assume excessive risks, deposi-
tors may respond by going to other banks or other fi-
nancial systems, or by demanding higher interest rates
on their deposits. Since deposits are the major source of
funds for banks, depositors’ actions may lead the banks
to align their risk-taking incentives with those of depos-
itors. This is known as market discipline, a key comple-
ment for the discipline imposed by supervisors.

Chapter 6 outlines the justifications for banking
regulation. These explanations center on the protec-
tion of small depositors and the moral hazard created
by the presence of a safety net to protect the payments
system and the financial system as a whole. Unfortu-
nately, banking regulation and supervision can fail and
hence may not always provide the necessary discipline
for banks.

Assuming that supervisors have appropriate pow-
ers and regulations are appropriately written, supervi-
sors may still lack the required information to effective-
ly monitor those regulations. There is an unavoidable
informational asymmetry between the bank and its su-
pervisor. Banks may not always truthfully reveal the re-
quired information and, as witnessed recently in major
corporate scandals in the United States and Europe,
auditors do not always ensure that even fully audited
information is completely reliable. Moreover, although
the supervisor may have periodic information on the
basic facts and actvities of banks, the supervisor may
lack finer information, for example, on intraday market
transactions.

Supervisors may not act appropriately on the in-
formation that they possess because they may be subject
to particular incentives and conflicts of interest. Bank
failures have, perhaps unfairly, often been linked to su-
pervisory failures. In some countries in Latin America
and the Caribbean, bank failures may even place su-
pervisors in a vulnerable legal position because they

frequently lack the legal protection that is normally
awarded in developed countries and is advised in the
Basel Core Principals for Effective Banking Supervi-
sion. Hence, supervisors may attempt to avoid declar-
ing a bank insolvent or may seek means to ensure that
bank weaknesses are not fully revealed. This is gener-
ally known as forbearance.

These types of regulatory and supervisory failures
indicate the usefulness of harnessing the market to dis-
cipline banks as a complementary form of supervision.
Market discipline has typically been considered the re-
action of bank creditors (depositors and other liability
holders) to increases in bank risk. This chapter extends
this definition to include the reaction of bank creditors
to risk and the subsequent reaction of banks to the ac-
tions of creditors. Discipline is then seen as effective if
banks take prompt remedial actions to curb any actual or
potential negative actions on the part of their creditors.

At first sight, market and supervisory discipline
may be considered substitutes, but in fact, in the termi-
nology of modern microeconomics, they are strategic
complements. This means that appropriate regulations
can enhance the disciplining power of markets and mar-
kets may enhance the disciplining power of supervisors.
Together they may imply greater discipline and more
prudent risk-taking on behalf of banks, compared with
the simple sum of the two components.

First and foremost, the market and the supervi-
sor may have different information. Although the mar-
ket and the supervisor have the same basic information
published by the bank, the market may not have con-
fidential information reported only to the supervisor.
The supervisor may lack the fine transactional informa-
tion that comes from repeated market interactions.

Second, information disclosure is not indepen-
dent of the regulations in force. Some countries have
strong rules on what banks must disclose to the market
in terms of their underlying financial ratios, how they
match up to their peers, and how they match up to the

107




108

regulations in force. The quality of this information is
critical, and hence the role of auditors is crucial. The
regulations that govern the auditing profession are then
also highly significant for market discipline.! In some
countries, bank regulators have gone further than sim-
ply strict disclosure and auditing rules, requiring banks
to have a credit rating, ensuring that the rating is pub-
lished, and even making highly transparent the interest
rate a bank must pay on its noninsured liabilities.

The market may enhance supervisory discipline.
For example, if it detects a weakness, the market will
act, making that weakness generally known. Armed
with this information, the supervisor may be forced to
act, even if otherwise there are incentives to “wait and
see.” Hence, just as certain regulations can enhance
market discipline, the market can enhance supervisory
discipline.

However, market discipline may be limited, or
there may be a trade-off between the degree of market
discipline and the risk of systemic financial instability
if the safety net is too narrow. This chapter discusses
the empirical evidence of market discipline, with spe-
cial reference to Latin America and the Caribbean. It
presents new results for a set of countries in the region
and discusses key policy measures for enhancing market
discipline.

COSTS AND BENEFITS OF MARKET
DISCIPLINE

Market discipline is defined as the reaction of bank
creditors to risk and the subsequent reaction of banks to
the actions of their creditors. For bank creditors to re-
act to bank risk, it is clear that those creditors cannot be
fully and credibly insured. Market discipline operates
principally on noninsured liabilities.? This implies that
to enhance market discipline, standard policy recom-
mendations are to ensure that banks have noninsured
liabilidies.

Typically, bonds do not attract insurance, and the
required returns on more subordinated bonds are more
sensitive to bank risk. One response has been the pro-
posal that all banks should issue subordinated liabilities.
A more standard proposal is to limit the coverage of de-
posit insurance. Chapter 7 reviews various schemes that
countries have adopted. Deposit insurance schemes
usually have an upper quantitative limit, implying that
larger, and possibly more sophisticated, depositors lack
full insurance. In some countries, there is co-insurance
in that only a percentage of the upper limit is insured.
That is, the insurance even for small depositors covers

only, say, 90 percent of their investment, and hence all
depositors stand to lose some (small) amount in the case
of bank failure. In addition, deposit insurance could be
restricted to a maximum interest rate. For depositors
that require a higher level of return, presumably be-
cause of high perceived risk, then those deposits will
not be insured. This restriction would prevent banks
from paying very high interest rates on insured depos-
its, especially if the banks are close to failure and risks
are considered very high.

At the same time, deposit insurance has an impor-
tant objective, namely to prevent bank runs spreading
from one or more weak banks to other banks and, more
generally, to promote financial stability. There is an im-
portant trade-off between promoting financial stability
by providing deposit insurance and ensuring that there
is market discipline to complement standard supervi-
sory oversight. On the one hand, market discipline may
assist in providing appropriate incentives for bankers to
contain risks and to react conservatively when risks are
perceived. On the other hand, insufficient deposit in-
surance (excessive market discipline) may result in runs
spreading across a banking system and converting a
problem in one bank (or a few banks) into a larger, sys-
temic problem. This trade-off was visible in the bank-
ing crisis that hit Argentina in 1995 in the wake of the
Tequila shock; see Box 8.1.

The optimum amount of market discipline may
depend on the types of shocks that would be likely to
affect the banking system. If shocks tend to be macro-
economic in nature, affecting the perceived risk of the
whole banking system, then bankers would be unable
to take action to solve them. In this case, depositors in
weaker banks may require greater increases in interest
rates, or those banks may face greater withdrawals in
deposits, and it may be advisable to limit market disci-
pline. If shocks tend to be macroeconomic in nature and
if banks themselves can do little to rectify the situation,
then market discipline may well be counterproductive.

However, if shocks serve to expose the weaknesses
of banks that urgently require remedial action, market
discipline should be enhanced. Argentina in the lead-up

1 One of the factors that contributed to the Enron fiasco was that
the information the company presented to the market did not ap-
pear to be a fair reflection of the financial strength of the com-
pany.

2 In Latin America, there is also some evidence of withdrawals
of insured depositors or those investors demanding higher in-
terest rates as a response to risk, presumably as a result of insur-
ance systemns lacking full credibility or depositors factoring in the
costs and delays of recouping their investments in the case of bank
failure.



to the 2002 crisis provides an interesting illustration. In
general, countries are exposed, perhaps with different
probabilities, to all types of shocks, and hence the ex-
tent of market discipline versus the breadth of the safety
net is a difficult but critical judgment for each country
to make.

An argument might be made that even if a country
tended to face systemic shocks, market discipline would
be useful to discipline the country or the government
rather than the banks. Box 8.1 argues that the systemic
run in March 1995 forced the authorities in Argentina
to sign a new agreement with the International Mone-
tary Fund, and it might be argued that the runs in 2001
forced the country to adopt tougher budgetary policies.
However, Argentina eventually defaulted in 2002, argu-
ably pointing out the failure of market discipline, in this
context, rather than its success.
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DO DEPOSITORS ACT ON BANK RISK?

Proponents of market discipline point to analyses of the
reactions of depositors to bank fundamentals as evidence
that depositors can indeed distinguish between safer and
riskier institutions and that pure bank runs and conta-
gion may not be as widespread as previously thought.?
Analyses of historical and contemporary U.S. data ex-
plore the relations between bank fundamentals and the
interest rates that banks must pay and the likelihood of
deposit withdrawals (Baer and Brewer 1986; Hannan

3 A pure bank run is defined here as a self-fulfilling run on an
otherwise solvent bank (Diamond and Dybvig 1983). Contagion
might then be thought of as depositors’ running against otherwise
healthy banks as a result of runs against other, perhaps weaker,
institutions.
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and Hanweck 1988; Ellis and Flannery 1992; Cook and
Spellman 1994; Goldberg and Hudgins 1996; Calomiris
and Wilson 1998). Bank fundamentals include measures
of bank risk, such as nonperforming loans, liquidity in-
dicators, or past returns on equity. For most developed
countries, researchers have indeed found a positive link
between interest rates and deposit withdrawals and risk,
and hence infer that depositors may exert pressure on
banks to avoid excessive risk-taking.

Country-specific studies in Latin America focus
on Argentina (Schumacher 1996; D’Amato, Grubisic,
and Powell 1997; Calomiris and Powell 2001; Mc-
Candless, Gabrielli, and Rouillet 2003; Levy-Yeyati,
Martinez Peria, and Schmuckler 2004) and Colombia
(Barajas and Steiner 2000). On Argentina, Schumacher
(1996) finds evidence that bank fundamentals are signif-
icant in explaining deposit withdrawals in the Tequila
crisis. D’Amato, Grubisic, and Powell (1997), also on
the Tequila crisis, show that while bank fundamentals
are significant, so too are both macroeconomic vari-
ables and explicit “contagion” terms. Given the combi-
nation of macroeconomic systemic factors, contagion,
and bank fundamentals, the authors argue in favor of
market discipline combined with a (limited) deposit in-
surance system. Calomiris and Powell (2001) present a
wider review of market discipline for the case of Argen-
tina. They show how depositors responded to bank risk
and present a critical review of Argentina’s regulations
intended to enhance market discipline. McCandless,
Gabrielli, and Rouillet (2003) analyze bank runs in late
2000 and early 2001 and find that although bank funda-
mentals are significant in explaining deposit withdraw-
als, the later runs through 2001 were more systemic in
nature. Levy-Yeyati, Martinez Peria, and Schmuckler
(2004) find a similar result and conclude that systemic
factors can overshadow bank fundamentals, limiting the
potential for market discipline in environments where
systemic risk is likely to predominate.

On Colombia, Barajas and Steiner (2000) show
how deposit growth and bank fundamentals are relat-
ed, and how depositors’ choices effectively discipline
banks. Following deposit losses, banks tend to improve
their fundamentals. The authors conclude that market
discipline exists in Colombia—perhaps complement-
ed by “regulatory discipline”—and that moral hazard
stemming from deposit insurance is limited, perhaps
as a consequence of design features of the insurance
scheme.

There are few cross-country studies on market
discipline. Notable exceptions are BID/CAN (2001) on
countries of the Andean Community; Martinez Peria
and Schmuckler (2001), who employ data from Argen-

tina, Chile, and Mexico; and Arena (2003), who uses
a set of Latin American and Asian emerging econo-
mies. These three papers consider market discipline as
the reaction of depositors to bank risk in the form of
either demanding higher interest rates for higher risk
or withdrawing deposits if bank risk rises. Bank risk is
measured through a set of bank fundamentals that are
reviewed in Appendix 8.1. BID/CAN and Arena find
mixed evidence for the existence of market discipline;
Mardnez Perja and Schmuckler find strong evidence in
favor in the three countries considered.

Using a wider dataset covering 13 Latin Ameri-
can and Caribbean countries, Galindo, Loboguerrero,
and Powell (2004) find evidence consistent with previ-
ous studies, in that depositors discipline banks by with-
drawing deposits and requiring higher interest rates.*
Bank fundamentals reflecting idiosyncratic bank risk
are indeed negatively associated with deposit growth
and positively associated with interest rates on deposits.
Appendix 8.2 reports regression results showing how
deposit growth rates and the interest paid on deposits
are related to bank fundamentals that reflect bank risk.
The measures of bank fundamentals include the most
commonly used variables in the empirical literature on
market discipline. The analysis indicates that variables
that signal higher risk profiles in banks are associated
negatively and significantly with the growth rate of de-
posits and positively with the interest rate paid on these
deposits. These results support the idea that depositors
discipline banks by withdrawing deposits and by de-
manding higher interest rates on the deposits held by
riskier banks.

The results are quantitatively important. Fig-
ure 8.1 illustrates the effect on the real growth rate of
deposits (panel a) and on the deposit interest rate (panel
b) of moving from the lower 25 percent of the sample
distribution, for each bank risk variable, to the upper 75
percent (the upper part of the distribution always im-
plies lower risk). For example, moving from the lower
25 percent to the upper 75 percent of the sample dis-
tribution for equity/assets results in deposits growing
10 percent faster and deposit interest rates declining by
30 basis points.

Literature on the impact of institutional frame-
works that might affect market discipline is surprisingly
scarce. Perhaps curiously at first sight, the presence of

* The data are from a bank-level panel (of banks over time) for 13
Latin American and Caribbean countries from the early 1990s to
2002. The panel includes 840 banks in Argentina, Bolivia, Brazil,
Chile, Colombia, Costa Rica, Dominican Republic, El Salvador,
Guatemala, Honduras, Mexico, Nicaragua, and Peru.



FIGURE 8.1 Effects of Changes in Measures of Bank Risk
(Percent)

a. Growth rate of deposits

« Significant at 10 percent.
= Significant at 5 percent.
* Significant at 1 percent.
Source: IDB calculations.

deposit insurance does not appear to diminish the ex-
tent of market discipline (Martinez Perfa and Schmuk-
ler 2001; Budnevich and Franken 2003). This may be
due to the fact that even where such insurance exists,
it may be costly for depositors to be involved in a bank
failure due to long delays in payments or because the
system is perceived as less than fully credible or unlikely
to cover all of the investments of the depositors.

A question that arises naturally from the evidence is
whether this finding is common to all types of banks, or
whether ownership or market structure alters the con-
clusions. In particular, state ownership, foreign owner-
ship, and bank size might affect the results depending
on the guarantees, explicit or implicit, perceived by de-
positors. Government-owned banks, for example, may
be perceived as being safer than private banks because
an implicit or explicit government guarantee covers
the government-owned banks but is not always per-
ceived as present in the private sector. This guarantee
tends to reduce the incentives to monitor and discipline
government-owned banks. There may also be a percep-
tion that foreign banks tend to be protected by a strong
parent. And large banks may be perceived as “too big to
fail.” That is, depositors may believe that the social cost
of allowing a large bank to fail would be so high that
authorities would avoid letting the bank fail.

Indeed, the regression results in Appendix 8.2
reveal that the importance of fundamentals is signifi-
cantly diminished in explaining deposit or interest rate
movements for public sector banks. Private banks drive
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b. Interest rate on deposits

the results shown in Figure 8.1. To summarize the find-
ings in the literature, there is strong support that bank
depositors across several countries in Latin America
and the Caribbean respond to indicators of bank risk,
although this discipline is weakened during truly sys-
temic episodes.

DO DEPOSITORS DISCIPLINE BANKS?

The majority of the empirical literature on market dis-
cipline to date has centered on how depositors react
to changes in bank risk proxied by a set of bank fun-
damentals. However, the actions of bank owners and
managers—and hence bank fundamentals—are clearly
not exogenous to the actions of depositors. The central
motivation of market discipline is that bank owners and
managers act conservatively to limit bank risk. If risk
increases and depositors demand higher interest rates
or withdraw, then discipline has been effective if banks
react to it by reducing bank risk.

This suggests that analyzing whether bank deposi-
tors react to bank risk tells at most only half the story,
and does not lead to the conclusion that discipline is
effective.’ Arguably, the more important question has

5 And yet the empirical evidence places much less emphasis on how
banks respond to changes in the behavior of depositors. This is
partly because of the empirical difficulties associated with attempt-
ing to disentangle the dynamics of depositor and bank behavior.
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to do with whether and how banks respond to the ac-
tions of depositors. This issue is more difficult to tackle
empirically, although Calomiris and Powell (2001) and
Barajas and Steiner (2000) argue that banks reacted
conservatively to depositors’ actions in Argentina and
Colombia. Galindo, Loboguerrero, and Powell (2004)
explore this for a larger sample of countries. The em-
pirical issue is whether there is in fact an interactive
system among the following factors: (i) the quantity
of bank deposits, (ii) the interest rate that depositors
charge or that banks offer, and (iii) bank risk.6

Galindo, Loboguerrero, and Powell’s results show
that depositors tend to withdraw deposits or require
higher interest rates on their deposits when bank fun-
damentals weaken. In their study, a weakening is a re-
duction in the capital-to-assets rado. When deposits
fall or interest rates rise, banks react by increasing their
capital-to-assets ratio. In essence, this is the true test of
whether there is discipline because depositors withdraw
deposits or demand higher interest rates when bank risk
increases, and bankers increase capital or reduce assets
as a response to the actions of depositors.

Figure 8.2 reproduces some of the results in
Galindo, Loboguerrero, and Powell. Specifically, the
figure illustrates the estimated dynamics of their em-
pirical model. The figure shows the standard result
that when bank risk rises (capital-to-assets ratios fall),
bank deposit growth falls and deposit interest rates
rise. However, this result occurs in the context of a sys-
tem in which the actions of bank depositors also feed
back to bank fundamentals because bankers can alter
capital-to-assets ratios. More important, bankers react
conservatively to risk. In other words, the impulse re-
sponses indicate that if deposit growth is more negative
or interest rates rise, then banks tend to increase capi-
tal or decrease assets.

Thus, there is strong evidence in favor of market
discipline in Latin America. The results indicate that
depositors react to the standard indicators of bank risk
by demanding higher interest rates or withdrawing de-
posits (deposit growth becomes more negative). This
result supports previous analyses on single countries
and the sparse multicountry studies on fewer countries.
However, the findings must be tempered by the lack
of depositor discipline on public sector banks and for-
eign banks and by the reduced depositor discipline on
large banks. Furthermore, extending these traditional
studies to consider not only the actons of depositors in
relation to changes in bank risk, but also the reactions
of bankers to the actions of depositors, there is strong
evidence that depositors discipline private banks, which
react conservatively to depositors’ actions.

EXPLOITING MARKET DISCIPLINE IN
LATIN AMERICA—POLICY IMPLICATIONS

Market discipline and traditional banking supervision
are complementary. On the one hand, market discipline
may enhance supervisory discipline; on the other hand,
regulation and supervision can enhance market disci-
pline. This section focuses on the latter link, namely,
the specific policies that may be and have been used to
enhance market discipline in the region.

First, market discipline relies on useful and time-
ly information. Disclosure is critical to ensure that
market discipline operates effectively. In developed
countries, disclosure rules on banks typically refer to
information released by the bank on a quarterly or
even semi-annual basis. Latin America has in gen-
eral adopted stricter rules. Typically, banks report to
supervisors, who compile reports on a regular basis,
usually monthly. Data requirements include balance
sheet and profit and loss results and information on
the asset portfolio intended to describe credit risk and
other risks. Some regulators take the individual bank
data and calculate ratios and compare the informa-
tion across banks by constructing peer tables for ratios
sumnmarizing risk and efficiency.

Important questions are whether the bank or the
regulator publishes the bank’s regulatory ratios at the
level of individual banks and whether an individual
bank complies with particular regulations. Although
the 1988 Basel Accord does not call for banks to dis-
close their regulatory capital requirement or actual reg-
ulatory capital ratios (Basel I-defined capital divided by
assets at risk), some countries have indeed asked banks
to publish their Basel I-calculated capital requirements
and their actual capital ratios. Some countries have also
asked banks to publish required liquidity levels, actual
ratios, required provisioning levels, and actual provi-
sions. Moreover, as reviewed in Chapter 16, Basel II
Pillar 3 explicitly calls for banks to disclose a number of
features regarding the credit risk of assets. Basel II cal-
culates capital requirements and actual regulatory capi-
tal. It is clear that the trend is toward greater disclosure
regarding banks’ risks, regulatory requirements, and
actual regulatory ratios in order to provide wider infor-
madon for the market.

6 The methodology adopted is that of a vector autoregression
(VAR) with three equations corresponding to the change in bank
deposits, the deposit interest rate, and the bank capital-to-assets
ratio, which represents bank risk. The model controls for bank-
specific and country-time-specific factors. The panel VAR meth-
odology in this context was proposed by Charles Calomiris.
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FIGURE 8.2 Response of Bank Fundamentals to Changes in Deposits and Interest Rates

Note: The figure shows impulse response functions for private domestic banks. In the case of public banks, the impulse responses are not significantly different
from zero. The panel VAR is estimated using a routine in Stata originally written by Inessa Love. The annual sample is from 1994 to 2003. Bank fixed effects are
included as well as country-year-specific effects. The panel VAR is estimated with one lag, and impulse response functions are computed via Monte Carlo

simulations.
Source: Galindo, Loboguerrero, and Powell (2004).

A second policy guideline is to produce accurate
information. In this regard, the task of bank auditors
is particularly important. As recent corporate scandals
in the United States and Europe have illustrated, non-
financial companies can form highly complex financial
structures, which make the financial risks of the compa-
ny less than fully transparent. The potential of financial
engineering to make true risks opaque is, if anything,
multiplied in a financial institution such as a bank. In
recent corporate scandals, auditors either did not un-
derstand or did not wish to reveal the true nature of
the risks of their clients. It is therefore of critical im-

portance to consider carefully the incentives of audi-
tors to truly understand and report the financial risks
of banks. Some countries in the region, in part due to
their poor experience with auditors, have gone so far as
to construct lists of authorized bank auditors and hence
threaten to remove an auditor from that list in case of
negligence. Another possibility is to ask auditors for a
financial bond to be forfeited in case of proven negli-
gence.

A third strategy that some countries have adopted
to enhance monitoring by the market is to make banks
seek a credit rating and to make that credit rating pub-
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lic. This policy would ensure that an outside body that
is not the supervisor, but is skilled in risk analysis, gives
an objective opinion regarding the risks of the bank.
However, rating agencies are of variable quality. If a
rating were made compulsory, what would stop a bank
from soliciting a rating from an agency that places more
emphasis on the fee than on the objectivity of the rat-
ing? The regulator may have to limit the number of
authorized ratings agencies to a few internationally rec-
ognized agencies that would suffer too much in terms
of reputation to devalue their ratings. Or the regulator
may have to explain exactly what a rating agency should
do in assessing bank risk to try to regulate rating qual-
ity. Some rating agencies have argued that attempting
to dictate what they should do goes directly against the
idea of attempting to harness an informed and objec-
tive opinion, and that ratings should not be subject to
(or even used for) regulatory purposes. It seems that al-
though the idea of a credit rating is appealing, its appli-
cation is less clear-cut.

The final policy reviewed here is that of forcing
banks to issue a small but significant quantity of sub-
ordinated debt. This proposal has attracted consider-
able academic and policy interest, especially in the
United States, but has been applied in only one coun-
try to date—Argentina. The Chicago Federal Reserve
Bank and the Federal Reserve Bank of Atlanta first pro-
posed this approach in response to the U.S. savings and
loan crisis of the 1980s (Keehn 1989; Wall 1989). For
a recent review of the proposal, see Evanoff and Wall
(2000); for a discussion and application to emerging
economies, see Calomiris (1998). Calomiris and Powell
(2001) review the Argentine experience.

The underlying idea is to ensure that each bank
has some explicitly uninsured liabilities held by sophis-
ticated investors at arm’s length, which would constitute
the first loss in case of bank failure. Given the lower se-
niority of this debt if the bank were to fail and assets
were liquidated, it is likely that these liability holders
would lose their investments and hence such instru-
ments would be sensitive to bank risk. The proposal
is normally that banks must issue a small amount of
such debt with a minimum maturity (say, 24 months)
each year, and that the debt may qualify as (tier 2) capi-
tal for the purposes of Basel-style capital requirement
regulations.’

It is critical that bank insiders do not hold the debt
because although they might hold it at nonmarket pric-
es, they would be able to sell it on the basis of private
negative information. Calomiris (1998) proposes that
emerging country subordinated bank debt be held by
a group of only 50 or so pre-authorized internation-

al investors. However, at the same time it is normally
considered useful that the debt is reasonably standard-
ized in terms of the instruments used and that it is trad-
ed so that secondary prices would reveal relative risks
across institutions and movements in prices would re-
flect changing market perceptions of bank risk. More-
over, Calomiris (1998) advocates that supervisory ac-
tion should be triggered by the required yields of these
instruments. In particular, if banks cannot roll over the
instruments at a spread of| say, 5 percent over treasury
instruments with comparable maturity, then banks
would have to scale back their risk-weighted assets to
comply with the subordinated debt requirement.

Foreign banks have become extremely impor-
tant in many emerging economies, including those in
Latin America. Typically, these banks have entered by
purchasing significant local institutions that previous-
ly were quoted on local stock markets and had bonds
outstanding in their own name in local and/or foreign
markets. In many cases, the local subsidiaries of large
international banks are delisted, and, depending on the
institutions’ funding policy, the subsidiary may not is-
sue bonds in its own name. Market information on the
risks of these institutions has disappeared and been re-
placed (from the point of view of depositors) by a non-
transparent guarantee by a large international bank.
The Argentine crisis, for example, has shown that in
most cases international banks have stood by their local
subsidiaries and branches, but three international banks
did withdraw.? The lack of transparent market signals
on the riskiness of large banks in the region has pro-
voked renewed interest in subordinated debt and relat-
ed proposals. If the subsidiaries of international banks
were asked to issue subordinated liabilities in local mar-
kets, it would reveal market perceptions of the strength
of the local institution and of the parental guarantee,
and it might assist depositors in making investment
decisions.

7 Argentina asked banks to have a minimum of 2 percent of their
deposits in instruments with a minimum maturity of two years.

8 Tschoegl (2003) discusses the cases of Scotia Bank, Credit Ag-
ricole, and Intesa. In the first case, two local banks managed the
exit and took over the bank’s operations. In the second case, the
national public Banco Nacién took over the three local subsidiar-
ies of Credit Agricole. Intesa sold its operations to a regional bank,
but retains a 20 percent share in the newly created entity.



APPENDIX 8.1. WHAT ARE BANK
FUNDAMENTALS?

Indicators of bank risk frequenty come from the
CAMELS rating system. CAMELS stands for Capital
adequacy, Asset quality, Management, Earnings, and
Liquidity, with the “S” sometimes added for Sensitiv-
ity to capture how risk changes with critical variables,
including interest rates.

Capital adequacy is normally proxied by the bank
capital-to-assets ratio or bank capital plus provisions
over assets. These indicators measure how well a finan-
cial institution can absorb losses. A second indicator
would be capital over assets at risk, a weighted aver-
age of assets with weights purportedly reflecting loan
risk. The definition of assets at risk stems from the Ba-
sel Capital Accord (see Chapter 6); however, definitions
vary across countries, and there is controversy as to how
well asset risk is measured.

Asset quality is frequently measured by the amount
of nonperforming loans over total assets or total loans.
In some countries with bank ratings, finer measures of
asset quality may be available. Measures of loan con-
centration, loan interest rates, and the percentages of
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different loan types have also been included to measure
asset risk.

Earnings are normally included as the bank’s return
on assets—profits before taxes divided by assets. Observ-
ers frequently comment that bank risk may decline as
earnings rise for lower earnings levels; but at high levels
of profitability, increases in this variable might actually be
positively correlated with risk. The empirical literature
agrees on using this indicator to measure the efficiency
of banks. The overhead raio—noninterest expenditures
over total assets—reflects variations across banks in em-
ployment as well as in wage levels; less efficient banks are
expected to have higher expenditures.’

Loans over total assets, liquid assets (cash and re-
serves, government bonds, and other marketable secu-
rities) over total assets, and liquid assets relative to lia-
bilities are the most common measures of liquidity risk.
In general, banks with a large volume of liquid assets
(fewer loans) are perceived to be safer (Demirgiic-Kunt
and Huizinga 2004).

Sensitivity to interest rates is in theory measured
by asset-liability maturity mismatches. Unfortunately,
this critical measure of bank risk is rarely available for
the researcher.

® Martinez Perfa and Schmukler (2001) consider the case in which
banks that offer better services to customers might have higher
overhead ratios.
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APPENDIX 8.2. EMPIRICAL EVIDENCE OF
MARKET DISCIPLINE IN LATIN AMERICA

Most of the empirical literature on market discipline
in Latin America focuses on country-specific cases in
which bank fundamentals are used to explain move-
ments in the growth rate of deposits during episodes of
banking crises. The analysis here uses a panel data ap-
proach on 13 Latin American countries (Argentina, Bo-
livia, Brazil, Chile, Colombia, Costa Rica, Dominican
Republic, El Salvador, Guatemala, Honduras, Mexico,
Nicaragua, and Peru) during 1994-2003. Each regres-
sion includes a country-year effect and a bank effect.
With the country-year effect, the analysis can account
for most shocks faced by each economy in each year.
To avoid problems of endogeneity, the analysis uses the
lag of bank fundamentals to estimate changes in deposit
growth rates and deposit interest rates. The table below
shows that depositors discipline banks by reducing their

deposits and by demanding higher interest rates on the
deposits held by riskier banks.

To analyze the role that different market structures
play in determining market discipline, the regressions
are estimated including interactions with dummies that
indicate the ownership structure (state owned, foreign,
etc.) of the bank. Dummies for public banks, foreign
banks, and large domestic private banks are considered.
The table shows that for banks owned by governments,
a deterioration in bank fundamentals has significandy
lower effects on deposits and interest rates than for pri-
vate banks. This result is obtained by noting that the
sum of the coefficient on the fundamentals variable and
the coefficient on its interaction with the state-owned
bank dummy is no longer negative and is statistically
close to zero. The bank fundamentals variable used in
the table is the ratio of nonperforming loans to total
loans. The results are similar for other measures.
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NINE

Concentration and Competition

DVANCES in information technology, global-
Aization, and deregulation have caused drastic

changes in the structure of the banking indus-
try. Innovations and increased competition have re-
duced margins in traditional banking activities and led
to mergers between banks and other financial institu-
tions,

Although this trend toward consolidation affects
banks in both developed and developing countries,
there are differences in the way the process has taken
place in these two groups of countries. In developing
countries, most of the consolidation process has taken
place with cross-border mergers and acquisitions (usu-
ally with banks headquartered in developed countries
acquiring banks based in developing countries), where-
as in developed countries most of the consolidation
process has been through mergers and acquisitions of
domestic banks. Empirical evidence suggests that the
main driver of consolidation in developed countries is
the need to reduce excess capacity, but for developing
countries, consolidation is often an outcome of crisis
resolution mechanisms, regulatory reforms, and priva-
tization processes. Therefore, consolidation in devel-
oped countries is mainly driven by the market, and in
developing countries authorities play an important role
in the process.

Latin America is not an exception to this trend.
In the 1990s, the region was characterized by a process
of bank consolidation and entry of foreign banks (see
Chapter 10) that was mostly triggered by financial crises
and regulatory tightening that tended to affect smaller
(and more specialized) institutions. In the case of Ar-
gentina, for instance, the Tequila crisis of 1994-95 was
followed by the closing of 35 banks and the merger of
another 37 banks. A similar process took place in Brazil
(the country lost 76 banks between 1996 and 2002) and
Colombia after the Russian crisis of 1998. In the case of
Mexico, the Tequila crisis led to massive entry of for-
eign banks (see Box 10.2 in Chapter 10).

Table 9.1 shows the sharp decrease in the number
of commercial banks in the region.! Interestingly, al-
though the decrease in the number of banks led to an
important increase in bank concentration in Nicaragua,

El Salvador, Chile, Guatemala, and Colombia (Fig-
ure 9.1), Latin America as a whole did not experience
an increase in bank concentration as large as that ob-
served in developed countries.” As a consequence, the
level of bank concentration experienced by the region
is still lower than the level of concentration in devel-
oped countries, and it is lower than the level obtained
by almost all the other developing regions (East Asia is
the only developing region that reached a lower level of
bank concentration than Latin America; Figure 9.2).

CONCENTRATION AND COMPETITION

Although concentration remains low in Latin America,
the increase in concentration in some Latin American
countries and the entry of large foreign banks in the
region have raised concerns about possible effects on
bank competition, borrowing costs, bank efficiency, and
financial stability.

A concern is that large international banks could
exploit their market power by paying lower deposit
rates, charging higher interest rates on their loans, and
downgrading their services.

Another concern is that the consolidation process
may affect sectors and regions differently. For example,
the reduction in the number of banks may have a neg-
ative effect in regions that already have a small num-
ber of banks. Furthermore, the consolidation process
(through which banks provide more services) could in-
crease the market power of banks because customers
who use banks that supply multiple products may have
higher switching costs and hence they could be less sen-
sitive to changes in prices.

! Levy-Yeyati and Micco (2003) describe the complete process that
occurred in Latin America.

2 Between 1995 and 2002, the average concentration ratio in devel-
oped countries increased from 50 to 54 percent. These figures were
calculated using BANKSCOPE data that cover only 28 developed
countries and hence do not exactly match the data reported in Fig-
ure 9.2, which were computed using 33 developed countries.
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FIGURE 9.1 Bank Concentration in Latin America,
1995 and 2002
(Percent)

Note: Concentration is measured as the share of assets of the three
largest banks.
Source: Bank superintendencies.

FIGURE 9.2 Bank Concentration by Region, 2002
(Percent)

Source: BANKSCOPE.

There is some evidence thatlower deposit rates and
higher lending rates characterize highly concentrated
markets. However, these studies may be flawed because
they are based on the structure-conduct-performance
paradigm, which implicitly assumes that causality goes
from market structure to market performance.’ Several
factors have led recent empirical work to rely more on
nonstructural models: new developments in industrial
organization, the refinement of formal models of im-
perfectly competitive markets, and the realization of
the need to endogenize market structure (that is, to take
into account that market performance may affect mar-
ket structure).* This class of models often assesses mar-
ket structure, and therefore the level of competition, by
measuring how banks react to changes in costs, finding
that the largest reactions are experienced by more com-
petitive markets (Bikker and Haaf 2002). Applying this
methodology to 50 countries, Claessens and Laeven
(2003b) find no evidence that banking system concen-
tration leads to less competition. Their main finding is
that competition is stronger in countries with easier en-
try and fewer restrictions on bank activity.

3 Most studies focus on developed countries. For the United States,
see Hannan (1991) and Simons and Stavins (1998). For the United
Kingdom, see and Egli and Rime (1999). Molyneux, Lloyd-Wil-
liams, and Thornton (1994) provide a survey of the literature that
applies the structure-conduct-performance paradigm to the bank-
ing industry.

# The literature proposes the following three main nonstructural
models: Iwata (1974), Bresnahan (1982), and Panzar and Rosse
(1987). Of these, Iwata’s model has not yet been applied to the
banking industry, due to the lack of micro data needed for empiri-
cal estimation. Variations on Bresnahan’s conjectural variation ap-
proach applied to developing countries include Barajas and Steiner
(2000) on Colombia.



The statistical analysis reported in Table 9.2 cor-
roborates these results. The table shows that, control-
ling for the level of development (measured by gross
domestic product (GDP) per capita), there is no sta-
tistically significant correlation between bank concen-
tration and either the interest margin or bank profit-
ability.’ Levy-Yeyati and Micco (2003) and Gelos and
Roldés (2002) study the Latin American case in detail
and find no evidence of a negative relationship between
competition and concentration or of a fall in the num-
ber of banks leading to less competition.

The fact that concentration is not associated with
less competition is in line with the contestable market
view, suggesting that if there were no barriers to en-
try, the presence of potential competitors would disci-
pline the incumbent and lead to a situation in which a
competitive outcome would be reached although there
was only one supplier in the market (Tirole 1988). In
fact, although regulations, asymmetric information, and
economies of scale may limit entry in the banking in-
dustry, in many countries the increase in concentration
was the outcome of foreign entry that became possible
after the removal of barriers to entry. Furthermore,
analytical arguments support the hypothesis that bank
consolidation may lead to a more competitive or effi-
cient system (Kroszner and Strahan 1999; Yanelle 1997).
In fact, competition and concentration may go in the
same direction. Elimination of branching restrictions
and widespread use of automated teller machines may
reduce geographical barriers and enhance, rather than
hinder, banking competition. However, they may also
lead to a reduction in margins that, in turn, may induce
a consolidation process. In this case, the causality would
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go from more competition to more consolidation rather
than from more consolidation to less competition.’

Given that there is no clear link between bank
concentration and competition, it may not be surpris-
ing that concentration does not seem to affect credit
availability. In fact, there is a weak negative correlation
(the correlation coefficient is —~0.06; Figure 9.3) be-
tween concentration and financial development (mea-
sured as credit to the private sector relative to GDP).
However, this correlation is not statistically significant
and becomes positive (still not statistically significant)
once the analysis controls for the size of the economy
(measured as the log of total GDP).

CONCENTRATION AND EFFICIENCY

As in the case of concentration and competition, there
is no clear relationship between concentration and bank
efficiency. On the one hand, mergers can reduce com-
petitive pressure and allow bank managers to supply
less effort.” On the other hand, mergers may increase

5 The interest margin is defined as net interest income divided
by the sum of loans and deposits; bank profitability is measured
as the return on assets. The analysis uses annual observations for
1995-2002.

¢ In fact, a wide range of studies analyze experience in the United
States and Europe and conclude that mergers seem to have had
a favorable effect on increasing bank competivon. For the U.S.
case, see Kroszner and Strahan (1999) and Berger and Humphrey
(1997).

7 Hicks (1935) calls this effect “quiet life.” Berger and Hannan
(1998) test it and find it important.
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FIGURE 9.3 Concentration versus Financial
Development, 1995-2002

Note: The data are for 66 countries.
Source: BANKSCOPE and World Bank data.

efficiency. For example, a merger between firms serv-
ing overlapping or identical markets may increase ef-
ficiency by eliminating duplication of activities. Merg-
ers can also increase efficiency if banks are too small
and hence unable to fully exploit economies of scale.
Finally, mergers can increase efficiency if the merged
banks are very different in terms of technology and ef-
ficiency ex ante.

Empirical studies focusing on developed coun-
tries find no evidence in support of the idea that con-
solidation improves efficiency (Shaffer 1993; Rhoades
1998; Peristiani 1997). Furthermore, they find that cost
scale economies are exhausted at a relatively small size
(around US$10 billion in assets) and, hence, that cost
reduction cannot be used as a justification for the ex-
istence of large banking conglomerates (Berger, Dem-
setz, and Strahan 1999; Sheldon 2001).% The evidence
for developing countries is more limited.” Therefore, it
is useful to test for the presence of economies of scale in
the Latin American banking industry.

A simple way to test for the presence of economies
of scale is to observe the correlation between overhead
costs (expressed as a fraction of total assets) and bank
size.! Compared with banks operating in developed
countries, Latin American banks have higher overhead
costs, independent of bank size (Figure 9.4). The data
seem to indicate that there are substantial scale econo-
mies for small banks that have less than $150 million
in assets. In Latin America, such banks have overhead
costs that are 2 percentage points higher than the over-
head costs of larger banks. However, banks that have
between $150 million and $8 billion in assets have simi-

FIGURE 9.4 Overhead Costs and Bank Size,
Latin America and Developed Countries,
2001

Note: The value above the bars indicates the percentage of banks in each
size bracket.
Source: BANKSCOPE.,

lar overhead costs (equivalent to about 4.8 percent of
total assets), indicating that economies of scale are not
at work for these banks. Banks with similar asset size
located in developed countries have much lower over-
head costs (between 2 and 3 percent of assets), which
continue to decrease with the size of assets, indicating
that economies of scale may be at work. Not only do
economies of scale not seem to be at work for large
Ladn American banks, but it seems that for very large
banks (with more than $8 billion in assets), overhead
costs are positively correlated with bank size. This is
not the case for developed countries, where the nega-
tive relationship between size and overhead costs never
reverses, although it becomes flatter for larger banks.!!

These results indicate that the optimal size of
banks operating in developing countries may be small-

8 Exceptions include Hughes and Mester (1998).
9 Berger and Humphrey (1997) is the only relevant study.

10 See Mathieson, Schinasi, and others (2001). The data discussed
here are for 2001 and are measured in 2001 U.S. dollars.

! The stadstical analysis reported in Appendix 9.1 confirms the
findings described in Figure 9.4, which shows overhead costs by
size. The analysis regresses overhead costs (over assets) on size (log
assets), controlling for the relatdve size of demand deposits over
total deposits (a proxy for the type of banks), the relative impor-
tance of noninterest income, state ownership, and a country-year
fixed effect.



er than that of banks operating in developed countries.
Possible explanations for this finding may have to do
with the lack of efficient infrastructure (telecommuni-
cation and other support), smaller market size, and lack
of a well-developed institutional and contracting envi-
ronment.

GONCENTRATION, COMPETITION,
AND BANK STABILITY

It is more complex to evaluate the effects of compet-
tion and concentration in the financial sector than in
the rest of the economy because they affect not only ef-
ficiency, but also the stability of the system in a way that
does not have a counterpart in the nonfinancial sector.
From a theoretical point of view, greater competition
in the banking sector may lead to a drop in bank char-
ter value, which, in turn, may reduce the incentives for
prudent risk-taking and negatively affect stability. Ac-
cording to this view, the excess profits associated with
the presence of market power reduce the agency prob-
lem of limited liability banks (namely, their propensity
to gamble). There is in fact some evidence that stiffer
competition may lead to excessive risk-taking.!? In ad-
dition, higher profits provide a buffer against adverse
shocks and hence reduce the probability of bank fail-
ures (Hellman, Murdoch, and Stiglitz 2000).

There are also possible benefits from greater con-
centration because large banks are likely to be more di-
versified and hence better able to face shocks compared
with smaller and less diversified banks. Along the same
lines, some authors argue that it is easier to monitor a
few large banks (see Beck, Demirgii¢c-Kunt, and Levine
2003a). Therefore, the probability of mismanagement
and excessive risk-taking might be lower in concentrat-
ed systems.

However, some arguments suggest that a more
concentrated system may lead to excessive risk-taking
because of moral hazard problems. That is, large banks
may increase their risk exposure because they anticipate
the unwillingness of the regulator to let the bank fail in
the event of insolvency problems (this is known as the
too big to fail problem; see Hughes and Mester 1998).
Furthermore, it is possible that as banks grow in size,
they may become complex institutions, making them
more difficult to monitor than a large number of small
banks. In this case, greater concentration would imply a
more opaque and fragile banking system.!3

Few large banks and high stability characterize
the banking industry in the United Kingdom, and low
concentration and relative instability characterize the
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system in the United States. Thus, comparing these
two countries suggests that there might be a trade-off
between concentration and stability (Allen and Gale
2000).1* However, cross-country analyses seem to sug-
gest that there is a positive relationship between com-
petition and stability. In particular, a study that focuses
on 79 developed and developing countries in the 1980s
and 1990s finds that greater levels of concentration are
correlated with lower levels of bank fragility (Beck,
Demirgiic-Kunt, and Levine 2003a). The same study
indicates that lower barriers to bank entry and fewer
restrictions on bank activities also reduce bank fragil-
ity, suggesting that competition (not concentration) in-
creases efficiency and reduces bank fragility.

Although these results suggest that concentration
is not a proxy for market power, its effect on stability
should come from better diversification or better moni-
toring. The study finds weak evidence to accept the hy-
pothesis that concentrated banking systems are better
diversified. Levy-Yeyatd and Micco (2003) study Latin
American bank performance. Controlling for the de-
gree of competition, they corroborate this result and

find that concentration appears to exert no impact on
the level of risk taken by banks.

CONCENTRATION, COMPETITION,
AND CYCLICALITY OF CREDIT

Another key consideration regards the relationship be-
tween market structure and credit volatility. It is inter-
esting to ask the following two questions: Do concen-
tration and competition affect how credit responds to
macroeconomic conditons? And do concentration and
competition make credit more or less procyclical? As is
often the case, theory does not provide an unambigu-
ous answer. On the one hand, theoretical models that

12 See Cerasi and Daltung (2000) and Keeley (1990). Cordella and
Levy-Yeyad (2002) argue that proper reguladon and correct dis-
closure of information by bank creditors would enhance market
discipline and could reduce the perverse link between competidion
and risk.

3 Another possible source of instability is that banks charging
higher interest rates may induce firms to take excessive risk and
hence reduce bank stability (Boyd and De Nicolé 2003). Whether
this argument suggests a negative or positive link between consoli-
dation and stability depends on the relationship between consoli-
dation and market power, which is not clear.

1 Keeley (1990) argues that deregulation of the U.S. banking in-
dustry in the 1970s and 1980s led to an increase in competition and
was partly to blame for the collapse of the savings and loans in the
1980s. In his view, competition pushed banks to increase asset risk
and reduce capital, increasing the vulnerability of banks.
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focus on the collusive behavior of banks suggest a posi-
tive correlation between concentration and credit pro-
cyclicality.’’ On the other hand, some models suggest
that fierce competition in the banking industry would
not allow banks to smooth credit by using future profits
to compensate for current losses.!¢ Furthermore, mod-
ern portfolio theory implies that diversification reduces
volatility. In this context, large banks taking advantage
of the law of large numbers are likely to be better diver-
sified and hence better able to face shocks than smaller
and less diversified banks. Therefore, large banks would
have more stable credit levels (Demsetz and Strahan
1997).

Because the theoretical relationship between con-
centration and credit procyclicality is ambiguous, it is
important to check what the data reflect. Appendix 9.1
presents a statistical exercise aimed at studying how
bank concentration affects the way in which credit re-
acts to macroeconomic shocks. The main results can
be summarized as follows: conditional on the level of
financial development and income per capita, changes
in GDP growth are related to lower fluctuations in ag-
gregate credit in countries with higher levels of concen-
tration in the banking industry. For the median devel-
oping country in the sample (with a concentration level
of 60 percent), a 1 percent change in GDP is associated
with a 1.6 percent change in credit. This percentage
goes from 1.9 percent for a country with a concentra-
tion level of 50 percent (25th percentile) to 1.1 percent
for a country with a concentration of 75 percent (75th
percentile).!” These results suggest that more concen-
trated banking sectors are associated with lower credit
volatility. (Note that greater concentration is not neces-
sarily associated with less competition.)

CONCENTRATION, COMPETITION,
AND ACCESS

Another interesting issue concerns the relationship be-
tween the market structure of the banking sector and
economic growth. Conventional wisdom suggests that
any departure from perfect competition in the credit
market introduces inefficiencies that would increase in-
terest margins and reduce firms’ access to credit (Pa-
gano and Jappelli 1993). However, it is possible that
banks with greater market power may have an incentive
to establish lending relationships with their clients and
hence facilitate their access to credit. In this case, com-
petition may be detrimental to the formation of mu-
tually beneficial relationships between firms and banks
(Petersen and Rajan 1995).

In particular, if the cash flow of new or distressed
firms is low but potendal future cash flow is high, a
bank with market power might be willing to lend at a
low interest rate today under the expectation that in the
future it will be able to extract part of the surplus of the
firm. This would not be possible for a bank that oper-
ates in a competitive market and needs to break even
on a period-by-period basis (because it would be driven
out of business if it charged more than the competi-
tive rate in any period). This implies that in a competi-
tive market, young firms with high uncertainty in their
flow of funds would have to pay high interest rates, and
this could reduce entry or innovation and hence reduce
growth.

Furthermore, the process of lending may gener-
ate proprietary information that may be affected by
the structure of the banking system. Hoff and Stiglitz
(1997) show that if information flows worsen with the
number of competitors, reputation effects and borrow-
ers’ incentives to repay become weaker in more com-
petitive markets. In this case, entry by new banks im-
plies a more severe moral hazard problem and increases
enforcement and monitoring costs, inducing higher
interest rates. Similarly, Mirquez (2002) shows that
borrower-specific information becomes more dispersed
in more competitive banking industries, which results
in a less efficient borrower screening process.

The empirical evidence on whether bank concen-
tration facilitates access to credit for small firms is not
clear-cut. Using U.S. data, Petersen and Rajan (1995)
show that small, information-opaque firms receive

15 Rotemberg and Saloner’s (1986) implicit collusion model im-
plies that banks decrease mark-ups during good times. In their
model, the threat of future punishment provides the discipline
that facilitates collusion; therefore, the temptation for a bank to
unilaterally break the cartel is higher when demand is high (during
an expansion). To moderate this temptation, a maximizing cartel
reduces its profitability at such time by cutting prices. For a more
recent discussion of countercyclical mark-ups, see Rotemberg and
Woodford (1999).

16 Petersen and Rajan (1995) point out that banks with greater
market power may have an incentive to establish a lending re-
lationship with their clients and hence facilitate their access to
credit, It is possible that such a lending relationship would allow
banks to smooth their lending rate over the cycle, reducing credit
volatility.

17 The results are robust to substituting an external shock for GDP
growth. Estimations include all countries for which data are avail-
able. The results are similar if only developing countries are in-
cluded in the sample. If the sample is restricted to Latin American
countries, the results remain qualitatively simnilar, but the coeffi-
cient for the concentration variable is no longer statistically sig-
nificant.



more credit in a more concentrated market than in a
more competitive one (concentration is used as a proxy
for lack of competition). As the firm grows older, cash
flow is less uncertain, which implies that firm borrow-
ing differences disappear. Using data for Italy, Bonac-
corsi di Patti and Dell’Ariccia (2000) find a nonlinear
relationship between firm growth and bank concentra-
tion. They find that the relationship is positive when
concentration is low and negative when concentration
is high. They also find that the level of concentration
at which the inflection point occurs is increasing with
the level of opaqueness of the industry. Bonaccorsi di
Patti and Gobbi (2001) show that concentration has a
positive effect for small and medium-size firms, but a
detrimental effect for large firms.

Using evidence from industry-level data for 41 de-
veloping and developed countries, Cetorelli and Gam-
bera (2001) show that bank concentration promotes
the growth of those industries that are more depen-
dent on external finance by facilitating access to credit
for younger firms. However, they also find that bank
concentration has a negative general effect on growth,
which affects all sectors and firms indiscriminately.

Although these studies seem to provide evidence
supporting the idea that bank concentration may pro-
mote small firms’ access to credit, Beck, Demirgiic-
Kunt, and Maksimovic (2003) find exactly the opposite.
They use a worldwide survey (covering 74 countries)
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on financing obstacles for firms of various sizes to show
that bank concentration increases financing obstacles
and decreases the probability of receiving bank finance,
and this negative effect is especially strong for small and
medium firms.

CONCLUSIONS

Although the 1990s witnessed a large fall in the num-
ber of banks operating in Latin America, the increase
in bank concentration was limited, and bank concen-
tration in the region is still relatively low. Contrary to
what it is often thought, this low level of concentration
has not led to greater competition, which would result
in lower margins and overhead costs. Lack of concen-
tration may be one of the possible causes of the poor
performance of the banking sector in Latin America.
In fact, some evidence suggests that bank concentration
may reduce the fragility of the banking system and re-
duce credit procyclicality.

The effect of concentration on credit availability is
not clear. However, there is evidence that a more con-
centrated banking system may improve access to credit
for small firms. If this were the case, the low concentra-
tion of the Latin American banking system might also
help to explain why, at least in part, small firms in the
region find access to credit very difficult.

uonrpadiio) pue UOIIBIIUIIUO)



126

APPENDIX 9.1. BANK SIZE
AND CONCENTRATION

Appendix Table 9.1 uses bank-level balance sheet data to
compare overhead costs for banks of various asset sizes.
In order to control for variation in product mix across
banks, the regression includes a variable that measures
the share of demand deposits over total deposits, which
should account for differences between wholesale and
retail banks. Because state-owned banks tend to be larg-
er and have higher overhead costs than private banks,
the regressions include a dummy variable controlling
for public ownership. All regressions include country-
year fixed effects (therefore the identification is from
within-country-year differences).

Appendix Table 9.2 uses aggregate balance sheet
data to compare credit cyclicality for countries with
various levels of bank concentration. In partdcular, the

table shows the elasticity of aggregate credit to chang-
es in GDP and external shocks. The analysis controls
for lagged aggregate credit growth using instrumental
variables and includes GDP growth and GDP growth
interacted with both banking concentration (the assets
share of the three largest banks) and financial develop-
ment (credit over GDP). The sum of these three coef-
ficients is the elasticity of credit to GDP. A negative
coefficient in the interaction of GDP growth and con-
centration indicates that greater concentration reduces
the elasticity of credit to GDP.

To calculate the elasticity of credit to external
shocks, the analysis interacts the external shock variable
with bank concentration. The results suggest that great-
er concentration reduces the elasticity of credit to both
GDP and external shocks. Therefore, after controlling
for financial development, concentration is related to
lower credit voladlity.
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TEN

Foreign Banks

HE ownership structure of banking systems

worldwide has undergone deep changes in the

past few decades. The entry of foreign banks
has been a dominant characteristic of this process, and
in many countries foreign-owned banks have become
the main players in the domestic financial system. By
the third quarter of 2003, foreign banks headquartered
in developed countries were lending a total of US$1.45
trillion to developing countries. Sixty percent of this
was either cross-border lending or domestic lending in
foreign currency; the remaining 40 percent (US$600
billion) was lending by local branches and subsidiar-
ies in domestic currency.! (Box 10.1 discusses the vari-
ous ways in which foreign banks can enter a given
market.)

Cross-border lending represents more than 20 per-
cent of domestic credit in developing countries, and do-
mestic currency lending by foreign banks corresponds
to 15 percent of total bank lending in developing coun-
tries. The presence of foreign banks is particularly im-
portant in Latin America, where local currency lending
by branches or subsidiaries of foreign banks represents
more than 65 percent of total bank lending, and cross-
border lending is 60 percent of domestic credit (Figure
10.1). Foreign bank lending is also important in East-
ern Europe and Central Asia and less important in East
Asia and Africa and the Middle East.

It is interesting to look at the composition by
source country of total foreign lending to Latin Ameri-
can residents (cross-border loans and domestic loans is-
sued by foreign-owned banks). Spanish banks are the
largest lenders, with approximately one-third of the
total share, followed by the United States, the United
Kingdom, Germany, and the Netherlands (Figure 10.2).
The foreign bank concentration of a few source coun-
tries is even greater if the calculations take into account
the total local currency claims by branches and subsid-
iaries of foreign banks located in Latin America (Figure
10.3). In this case, the share of Spanish banks increases
to almost 50 percent, and that of U.S. and British banks
is 25 and 11 percent, respectively.

However, the data reported above do not fully
capture the local market share of foreign banks for at

least two reasons. First, the foreign currency lending of
local branches or subsidiaries is included in the cross-
border lending entry and excluded from the local mar-
ket activities of foreign banks. Second, the data of the
Bank for International Settlements (BIS) do not include
the activities of local subsidiaries that are controlled by
foreign banks but not officially headquartered in a re-
porting country.?

The balance sheet data of banks operating in de-
veloping countries can help draw a clearer picture.
Figure 10.4 shows the evolution of the share of total
bank assets owned by foreign banks in 10 Latin Ameri-
can countries. In the mid-1990s, foreign banks had a
significant presence in Chile (about 30 percent of total
bank assets) and Argentina (about 20 percent of total
bank assets), and a more limited presence in Colombia,
Peru, and Brazil (between 10 and 20 percent of total
bank assets). Their market share in the other countries
for which data are available was well below 10 percent.
By the end of 2002, foreign banks controlled approxi-
mately 70 percent of bank assets in Mexico (see Box
10.2), and more than 50 percent of bank assets in Chile,
Argentina, and Peru. The presence of foreign banks in
Brazil also more than doubled (from 10 to 26 percent)
over the 1995-2002 period. The increase in the pres-

1"The data are from the Bank for International Settlements (Table
10.1 of the Consolidated Banking Statistics for the Third Quarter
of 2003, available at http://www.bis.org/publ/r_hy0401.pdf). To-
tal international loans include total loans to the residents of the
host country by banks headquartered in reporting countries (all the
European Union countries except Greece, plus Australia, Canada,
Japan, Norway, Switzerland, the United Kingdom, and the United
States). International loans are divided into cross-border loans and
domestic loans in foreign currency.

2 Figure 10.1 shows the ratio of domestic currency lending in host
countries by branches or subsidiaries of foreign banks located in
the host country to total bank credit. The figure also shows cross-
border lending plus foreign currency lending in host countries by
branches or subsidiaries of foreign banks located in the host coun-
try (again expressed as a share of domestic bank credit). The sum
of the two measures provides the ratio of total foreign lending to
total domestic credit.

3 For instance, they do not include the activities of, say, the sub-
sidiary of a Canadian bank that operates in Chile but is officially
headquartered in the Cayman Islands.
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FIGURE 10.1 Foreign Bank Activity as a Share
of Domestic Credit
{Percent)

Source: BIS data, third quarter 2003.

ence of foreign banks in Latin America resulted from
the process of financial liberalization and global finan-
cial integration.* In some countries, banking crises and
the consequent need for foreign resources for the re-

capitalization of the banking system also accelerated
toreign bank entry (see Box 10.2).

Given the massive entry of foreign banks in the
Latin American market, it is interesting to analyze what
drives a bank’ decision to expand abroad. The tradi-
tional view states that banks enter foreign markets to
follow their clients (Aliber 1984). According to this
view, the internationalization of the banking system is a
consequence of the increasing importance of nonfinan-
cial foreign direct investment (FDI). Although there is
a positive correlation between nonfinancial FDI and
foreign bank entry in a given market, it has been impos-
sible to establish whether FDI causes foreign bank en-
try, whether foreign bank entry causes FDI, or whether
the association between these factors is driven by other
factors omitted in the statistical analysis. Studies focus-
ing on foreign bank entry in developed and developing
countries find limited evidence for the hypothesis that
banks tend to follow their clients, especially in expan-

* See IDB (2002, Chapter 5) for a description of financial liberal-
ization in Latin America.



FIGURE 10.2 Foreign Bank Lending and Cross-Border
Loans to Latin America
(Percent)

Source: BIS data, third quarter 2003.

sion to developing countries (Seth, Nolle, and Mohanty
1998; Miller and Parkhe 1999). Other studies focusing
on commerce find evidence that bilateral trade is corre-
lated with FDI in banking (Brealey and Kaplanis 1996;
Williams 1998).

An alternative theory suggests that foreign banks,
like other businesses, enter countries where they see
profitable opportunities and a good institutional and
macroeconomic environment. Accordingly, Focarelli
and Pozzolo (2001) find that foreign banks tend to en-
ter countries characterized by high economic growth,
low inflation, large stock market capitalization, and a
less efficient local banking system. The latter result
provides evidence in favor of the idea that foreign banks
enter a given market not to follow their clients, but to
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FIGURE 10.4 Market Share of Foreign Banks
in Latin America
{Percent)

Source: Bank superintendencies.

take advantage of profit opportunities with local cus-
tomers. This is also substantiated by the fact that for-
eign banks tend to enter markets characterized by fewer
bank regulations and restrictions.’

DO FOREIGN BANKS PLAY
A USEFUL ROLE?

Financial liberalization and incentives to attract foreign
banks are based on the premise that there are net gains
from foreign entry in the domestic banking system.
From a policy perspective, the most important ques-
tion is whether foreign banks play a beneficial role in
promoting financial development and stabilizing credit
(hence, domestic governments should promote foreign
entry) or have a less benign role by crowding out the
domestic financial sector and accentuating international
shocks (if this is the case, domestic governments should
create obstacles to the entry of foreign banks).

Levine (1996) provides a conceptual framework to
analyze the potential costs and benefits of foreign bank
entry. On the benefits side, he emphasizes how foreign
banks can play a useful role in promoting capital in-
flows and competition, and hence modernization and
improvement in the efficiency of the financial system,
and a regulatory framework that will ultimately benefit

5 Studying the case of Argentina, Clarke and others (2000) show
that foreign banks tend to specialize in certain geographic (Buenos
Aires) and economic (lending to manufacturing and utilities) areas
and suggest that these are the areas in which foreign banks located
in Argentina have a comparative advantage.
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BOX 10.2 | FOREIGN BANKS IN MEXICO

the whole financial system and increase financial de-
velopment. Although Levine suggests that the role of
foreign banks in promoting capital inflows is relatively
unimportant for a country’s growth performance, he
points out that foreign banks can play an important role
in improving the functioning of the payments system;

introducing technological innovations, risk manage-
ment, and monitoring techniques; expanding the mo-
bilization of domestic savings; and improving resource
allocation. He also suggests that the presence of foreign
banks leads to better rating agencies and better disclo-
sure requirements, leading to more information about



both firms and financial intermediaries. These benefits,
together with a better regulatory environment and im-
proved definition of property rights (also promoted by
the presence of foreign banks), ultimately have a posi-
tive effect on a country’s growth performance.

Potential concerns about the presence of foreign
banks include the possibility that they will be the first
to rush to the door in the face of a crisis and thus in-
crease capital outflows, leading to procyclical lending
and an increase in economic volatlity (Galindo, Micco,
and Powell 2003; Caballero 2002; Caballero, Cowan,
and Kearns 2004). It has also been claimed that a wide-
spread presence of foreign banks may crowd out the
activities of domestic banks, which might be unable to
compete for deposits against large international banks
endowed with a better reputation (Stiglitz 1994). Un-
der the assumption that foreign banks lend mainly to
large firms, the crowding out of domestic banks could
be problematic because it may lead to a reduction of to-
tal credit available to small and medium-size domestic
firms. Stglitz also suggests that the widespread pres-
ence of foreign banks may reduce the government’s
ability to steer the economy.

FOREIGN BANKS AND EFFICIENCY

Levine (1996) claims that foreign bank entry should be
associated with diffusion of new technologies, better re-
source allocation, and higher overall efficiency of the
financial system. This claim can be broken down into
two parts. The first part is that foreign banks are more
efficient than their domestic counterparts; the second is
that this greater efficiency is soon transferred (through
competition and/or imitation) to the whole banking
sector.

Studies focusing on developed countries show
that foreign banks tend to be either less efficient than
their domestic competitors or at least no more efficient
(Hasan and Hunter 1996; Vander Vennet 1996). The
results tend to be different for developing countries.
In this case, Claessens, Demirgii¢-Kunt, and Huizinga
(2001) find that foreign banks have higher profits (and
higher overhead costs) and lower interest margins than
their domestic counterparts.

Applying a statistical model that controls for bank
size and the relative importance of demand deposits
and interest income (which capture the type of activity
in which the bank is involved and differentiate whole-
sale from retail institutions) shows that, in the case of
Latin America, foreign banks tend to have lower over-
head costs than their domestic competitors (Appendix
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FIGURE 10.5 Performance Indicators of Foreign
and Domestic Private Banks
(Percentage of total assets)

Source: IDB calculations.

10.1). The difference is about 30 percent, with median
overhead costs (measured as a share of total assets) of
about 1 percent for domestic private banks and 0.7 per-
cent for foreign banks (Figure 10.5). Lower overhead
costs allow foreign-owned banks to operate with low-
er net margins (net interest income over total assets)
and to maintain levels of profitability that are similar
to those of domestic banks. In particular, the median
Latin American domestic private bank has a net inter-
est income of 2.7 percent of assets, and the median for-
eign bank operating in Latin America has a net interest
income of 1 percent; for both types of banks, average
returns on assets hover around 0.2 percent. These aver-
ages mask some cross-country heterogeneity. Foreign-
owned banks tend to have lower overhead costs in Ar-
gentina, Brazil, Chile, Colombia, Mexico, and Peru
and higher costs in Bolivia and Guatemala. There are
only two countries (Colombia and Honduras) in which
foreign banks have higher net margins than their pri-
vate domestic competitors.

Foreign-owned banks operating in Latin Ameri-
ca are also characterized by better risk evaluadon, but
not necessarily by better risk management. In fact, al-
though they have a lower share of nonperforming loans
than their domestic private counterparts (5.6 versus
6 percent of loans), foreign-owned banks also have a
lower level of provisioning measured in terms of either
total loans or nonperforming loans. The median Latin
American domestic private bank has loan provisions that
are 48 percent of nonperforming loans and 2.5 percent
of total loans; the values for the average foreign bank
operating in Latin America are 39 and [ percent, re-
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spectively (Figure 10.6). Colombia is the only country
where foreign banks have a higher share of provisions
than domestic banks. These results partly agree with
Levy-Yeyad and Micco’s (2003) finding that foreign-
owned banks operating in Latin America are more risky
than domestic banks because foreign banks have higher
leverage ratios and more variable returns.

These findings provide evidence that foreign-
owned banks tend to be more efficient and better man-
aged than their domestic competitors in Latin America.
However, they do not address whether the presence of
foreign banks also leads to an increase in the efficiency
of domestic banks and to an improvement in the over-
all financial system. In a cross-sectional study covering
7,900 banks in 80 developing and developed countries,
Claessens, Demirgiig-Kunt, and Huizinga (2001) find
that the presence of foreign banks is associated with a
higher level of competition, which reduces the profit-
ability and margins of domestic banks. However, in a
study focusing on a panel of bank-level data for eight
Latin American countries in 1996-2002, Levy-Yeyat
and Micco (2003) find the opposite. In particular, their
results show that increasing foreign presence is corre-
lated with decreasing levels of competition and higher
returns on equity. Interestingly, this increase in market
power seems to have led to a reduction in the level of
risk taken by domestic but not foreign banks.

FOREIGN BANKS AND VOLATILITY

Do foreign-owned banks make domestic credit more
stable or more volatile? An argument in favor of the
idea that foreign-owned banks may stabilize domestic
credit is that internationally active banks from devel-
oped countries, through their global reach, diversifica-
tion, and access to a lender of last resort in the source
country, may have lower default risk and lower funding
costs and be less prone to depositor runs. However, for-
eign banks tend to have lower exit costs than domestic
banks, and hence they may be more sensitive to shocks
that affect the host country and, in times of crisis, they
may simply pack up and leave.

Furthermore, foreign banks may import shocks
from their home countries.b There is indeed some evi-
dence that foreign-owned banks may transmit source
country shocks to host countries. Peek and Rosengreen
(2000), for instance, show that the explosion of the Jap-
anese real estate and equity bubble in the early 1990s
led to a contraction of credit of Japanese banks in the
United States. Goldberg (2001) shows that the U.S.
economic cycle strongly influences the international

FIGURE 10.6 Nonperforming Loans and Provisions
(Percent)

Source: IDB calculations.

activides of banks headquartered in the United States.
However, Goldberg (2001) shows that host country
economic conditions do not influence the international
activities of banks headquartered in the United States,
contradicting the idea that foreign banks may leave in
times of crisis.

Using a simple portfolio approach, Galindo, Micco,
and Powell (2003) show that internationally diversified
banks may be safer than domestic banks because the for-
mer can better take advantage of the law of large num-
bers to spread risk. However, when banks are more di-
versified across countries and suffer a shock to expected
returns in the host country, they may cut back on local
operations more rapidly than less diversified domestic
banks. This result broadly suggests that the presence of
international banks represents a trade-off for the host
country. On the one hand, diversification of risk is like-
ly to lead to safer banks and hence lower funding costs
and, assuming the banking sector is competitive, a lower
cost of credit. In addition, foreign banks’ access to inter-
national credit lines makes them less sensitive to shocks
to domestic deposits. On the other hand, characteristics
that make foreign-owned banks more secure, such as ac-
cess to foreign business opportunities, make their lend-
ing more sensitive to aggregate demand shocks in the
domestic market, and this may increase the procyclicality
of domestic credit.

¢ This is particularly a problem when most of the foreign-owned
banks have their headquarters in the same country, which is indeed
the case for Latin America; see Figures 10.2 and 10.3.



Following this line of reasoning, Galindo, Micco,
and Powell (2003) focus on the following four states
of the world (summarized in Table 10.1): (i) periods in
which credit is decreasing and deposits are decreasing
at a faster rate (deposit crunch); (ii) periods in which
credit is decreasing and deposits are decreasing at a
slower rate (negative opportunity shock); (iii) periods
in which credit is growing and deposits are growing at
a faster rate (positive liquidity shock); and (iv) periods
in which credit is growing and deposits are growing ata
slower rate (positive opportunity shock). They suggest
that foreign bank credit should be higher than credit
extended by domestic private banks when lending is
constrained by deposit availability (that is, during de-
posit crunches and positive opportunity shocks).

The evidence discussed in Micco and Panizza
(20044a) is consistent with the idea that foreign bank
credit tends to be less procyclical than credit extended
by private domestic banks and that its stabilizing effect
comes mainly from less volatile deposits. Furthermore,
Galindo, Micco, and Powell (2003) show that foreign
banks tend to stabilize credit during deposit crunches
but amplify the credit cycles driven by changes in busi-
ness opportunities in the economy.” Anecdotal evidence
also supports this view.

Figure 10.7 provides additional evidence in
this direction. It shows the evolution of foreign as-
sets, measured as a share of total assets, for domes-
tic and foreign banks in Chile during the second half
of the 1990s. After the fourth quarter of 1998, when
the Chilean recession started, the banking sector as a
whole increased its share of foreign assets, but the in-
crease was substantially higher for foreign banks. Dur-
ing this period, total deposits in the Chilean banking
system did not fall; therefore, it is plausible that the
banks were mainly reacting to lower investment op-
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FIGURE 10.7 Foreign Assets/Total Assets of Banks
in Chile, 1994-2002
(Percent)

Source: Gaballero, Cowan, and Kearns (2004).

portunities and that this reaction was larger for foreign
banks. In the case of Colombia, instead, total depos-
its dropped by approximately 10 percent between the
end of 1997 and 2001. During the same period, total
credit collapsed by more than 30 percent, but the drop
in credit was larger in domestic than in foreign banks,
increasing the market share of the latter (Figure 10.8)
and suggesting that credit from foreign banks helped
stabilize total deposits.®

7 However, the effects are small.

® Arena, Reinhart, and Vasquez (2003) find that the presence of
foreign-owned banks has no effect on the lending channel of mon-
etary policy in developing countries.
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FOREIGN BANKS AND MARKET
SEGMENTATION

One source of concern regarding increased foreign
bank penetration in developing countries is that their
presence might reduce access to credit for some seg-
ments of the market, in particular small and medium
firms that depend on bank financing. Given that inter-
national banks are large and organizationally complex
financial insttutions with limited knowledge of the
host country market, they may find it difficult to lend to
information-opaque small and medium firms.® In fact,
small businesses tend to have exclusive dealings with a
single bank with which they have developed an infor-
mal relationship that reduces asymmetric information.
Large foreign banks could have difficulties developing
these types of relationships.

Knowledge of the local culture may also be impor-
tant. Evidence for Argentina shows that foreign-owned
banks headquartered in other Latin American coun-
tries lend more to small and medium enterprises than
foreign-owned banks with headquarters outside the re-
gion. This suggests that their superior knowledge of
the culture and the economy may give them a compara-
tive advantage (vis-a-vis other foreign-owned banks) in
dealing with small firms (Berger, Klapper, and Udell
2001). It should be pointed out, however, that although
large foreign banks are unlikely to replicate the lending
method of small domestic banks, they can bring tech-
nological innovations (for example, new credit-scoring
methodologies) that can foster credit for small and me-
dium firms.1¢

Empirical evidence of the impact of foreign banks
on the amount of credit going to small businesses in
developing countries is scarce and inconclusive. Some
studies for Argentina show that foreign bank participa-
tion is associated with an increase in total lending, but
also a reduction in the share of bank lending to small
firms (from around 20 to 16 percent of total lending in
1996-98).!1 Clarke and others (2000) analyze the be-
havior of foreign banks in four Latin American coun-
tries (Argentina, Chile, Colombia, and Peru) and find
that foreign banks in these countries lend less to small
businesses than private domestic banks do. However,
these results are mostly driven by the behavior of small
foreign banks (in all four countries, they lend less to
small businesses than domestic banks of similar size do).
The opposite is true for medium and large foreign in-
stitutions in Chile and Colombia, but not in Argentina
and Peru.

In Argentina and Chile (the two countries where
the financial sector developed most during the studied

FIGURE 10.8 Market Share of Foreign Banks
in Colombia, 1995-2002
(Percent)

Source: Bank superintendency.

period), lending to small businesses by medium and
large foreign banks grew faster than lending to this sec-
tor by domestic banks. The authors speculate that the
institutional environments in Argentina and Chile al-
lowed large foreign banks to use scoring methodologies
to increase their lending to small and medium firms.
Does the presence of foreign-owned banks af-
tect overall credit availability for small firms?!? Using
information for around 70 developing countries, the
statistical analysis reported in Table 10.2 shows that,
compared with medium and large firms, small firms are

% Goldberg and Zimmerman (1992) show that foreign banks in the
United States tend to lend to large firms. Berger and Udell (1995)
discuss the relationship between large banks and credit for small
and medium firms.

10 Mester (1997) argues that there could be a U-shaped relation
between bank size and lending to small firms. On the one extreme,
small domestic banks use relationship lending; at the other extreme,
large banks use more standardized products (based on credit scor-
ing) to extend credit to small businesses (in fact, large institutions
often manage the bulk of consumer credit).

1 During the same period, foreign banks increased both their pro-
pensity to lend to small and medium enterprises and their market
share in this sector.

12 Data on access to credit for small and medium enterprises are
from the World Business Environment Survey (WBES) database.
The WBES is a cross-country, firm-level survey conducted in 54
developed and developing countries in 1999. The survey includes
information on firm characteristics as well as entrepreneurs’ per-
ceptions of several issues, including access to financial markets and
bank credit.



able to finance about 8 percent less of their total in-
vestment with credit from the banking industry.’®* The
table shows that the gap between small firms and the
rest of the economy is smaller in countries with a larger
financial sector.!* The point estimates imply that mov-
ing from a country with a very small financial system
(10 percent share of credit in GDP) to a country with
an average level of financial development (40 percent
share of credit in GDP) reduces the gap in bank financ-
ing for small firms by 3 percentage points. Table 10.2
shows that there is no statistically significant difference
in access to bank credit for small firms in countries with
high and low state ownership of banks. However, the
presence of foreign-owned banks increases the differ-
ence in access to bank credit between small firms and
medium and large firms.

It is important to note that the results discussed
here focus on how the presence of foreign-owned banks
affects access to credit for small firms relative to medi-
um and large firms. Hence, these findings do not neces-
sarily mean that the presence of foreign banks reduces
small firms’ access to the banking industry. It could be
the case that foreign bank entry increases total credit,
but that this increase is larger for large firms (Martinez
Peria, Powell, and Hollar 2002).
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CONCLUSIONS

The past decade has witnessed an exponential increase
in the presence of foreign banks in Latin American
countries. This trend presents both opportunities in
terms of modernization of the region’s banking system
and challenges in terms of possible additional volatil-
ity and less access to credit for small firms. However,
the empirical evidence seems to show that the bene-
fits of foreign bank entry greatly outweigh its potential
costs. In particular, foreign entry has been associated
with greater efficiency and less instability after depos-
it shocks (except in major crisis episodes in which all
banks suffer equally), but with more instability after id-
iosyncratic business opportunity shocks. The evidence
is still inconclusive regarding the effect of foreign bank
presence on lending to small enterprises.

13 This effect is measured by a dummy variable that takes the value
1 for small firms. Medium and large firms are the excluded group.
Firms with fewer than 50 employees are small; firms with more
than 50 but fewer than 500 are medium, and firms with more than
500 are large.

4 This effect is captured by the interaction between the dummy
for small firms and a variable measuring financial development.
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APPENDIX 10.1 BANK OWNERSHIP,
PERFORMANCE, AND RISK

Appendix Table 10.1 presents the results of estimations
of how bank ownership affects bank performance, which
is measured as the ratio of overhead costs to assets, net
income relative to total assets, and the return on as-
sets. The regressions were performed on a sample that
includes banks in all countries for which data are avail-
able (Argentina, Bolivia, Brazil, Chile, Colombia, Costa
Rica, El Salvador, Guatemala, Honduras, Mexico, and
Peru) and on a subsample that only includes banks in
Argentina, Brazil, Chile, Colombia, Costa Rica, El Sal-
vador, Mexico, and Peru. All regressions are estimated
using weighted least squares (WLS), in which each ob-
servation is weighted by the bank’s asset share. (For a
discussion of why WLS is preferable to ordinary least
squares, see Levy-Yeyati and Micco 2003.)

In order to control for the effect of bank size on
performance, the regressions control for the log of to-
tal assets. The results show that size is negatively cor-
related with overhead costs and net income and posi-
tively correlated with return on assets. Controlling for

the share of demand deposits in total income is a crude
way to differentiate banks that have a large retail net-
work (and hence should have more demand deposits)
from banks that have wholesale activity. As might be
expected, banks with a large share of demand deposits
tend to have greater overhead costs. In addition, there
is a negative correlation between the share of demand
deposits and net income, and an unclear correlation
between the share of demand deposits and the return
on assets. Finally, controlling for the share of interest
income in total income, the presumption is that banks
with a lower share of interest income are more involved
in providing services to their customers; thus they may
have different levels of overhead costs. The estimations
show that the share of interest income is positively cor-
related with overhead costs and net income and is not
significantly correlated with the return on assets.
Controlling for bank ownership, the variables of
interest are PUB (a dummy variable that takes the val-
ue 1 if more than 50 percent of a given bank is state-
owned) and FOB (a dummy variable that takes the value
1 if more than 50 percent of a given bank is foreign-
owned). Domestic private ownership is the omitted



dummy. The regression results show that, compared
with domestic private banks, state-owned banks have
greater overhead costs and net income and lower re-
turns on assets. In terms of the sample, the median do-
mestic private bank has overhead costs and net income
equal to 1 and 2.7 percent of total assets, respective-
ly. The values are 1.6 and 2 percent, respectively, for
public banks. Foreign-owned banks tend to have low-
er overhead costs (the median value in the sample is
0.7 percent) and lower margins (the median value is 1
percent). The return on assets is not significantly dif-
ferent for foreign-owned banks compared with private
domestic banks.

Appendix Table 10.2 presents the results of estima-
tons of the relatdonship between bank ownership and
risk—in particular, how bank ownership affects the share
of nonperforming loans and provisions toward nonper-
forming loans. (As before, the regressions were estimat-
ed using WLS.) The regressions control for bank size
(measured by the log of assets) and include an index (the
Z index) that focuses on return volatility and leverage to

proxy for the probability that the banks will go bankrupt.
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The results suggest that larger banks are characterized
by a smaller share of nonperforming loans. The effect
on provisions is not clear. If provisions are measured as
a share of nonperforming loans, large banks have more
provisions. If provisions are measured as a share of total
loans, large banks have fewer provisions. The Z index is
negatively correlated with provisions.

Concerning ownership, the estimations indicate
that state-owned banks are characterized by a large
share of nonperforming loans and limited provisions
for these bad loans (although public banks have higher
provisions in terms of total loans). The median domes-
tic private bank has nonperforming loans equivalent
to 6 percent of total loans; the median public bank has
16 percent. Foreign banks have fewer nonperforming
loans than domestic private banks, but the difference
is less than half a percentage point. At the same time,
foreign-owned banks tend to have fewer provisions, ex-
pressed both as a share of nonperforming loans and as
a share of total loans (although in the former case, the
difference compared with private domestic banks is not
statistically significant).
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ELEVEN

Should the Government
Be in the Banking Business?

NUMBER of prominent development econ-

omists writing in the 1950s and 1960s—

Lewis (1955), Gerschenkron (1962), and oth-
ers—tended to agree that the state should play a key
role in the banking sector. The actual behavior of
governments was in line with this view; by the 1970s,
the state owned 40 percent of the assets of the larg-
est banks in developed countries and 65 percent of
the assets of the largest banks in developing countries
(Figure 11.1).

The 1980s and 1990s witnessed a sea change in the
view on the state’s role in the economy, and privatization
was at the center of the neoliberal economic policies
codified in the Washington Consensus. Consequently,
in 1987-2003, more than 250 banks were privatized,
raising US$143 billion (Megginson 2004). But even af-
ter this large wave of privatization, the presence of the
state in the banking sector was still widespread and per-
vasive. In the mid-1990s, about one-quarter of the as-
sets of the largest banks in developed countries and half
of the assets of the largest banks in developing countries
were still under state control.! Therefore, it is relevant
to ask whether there is a justification for such a massive
public presence in the banking sector.

Some argue that state presence in the banking sec-
tor is justified by market failures and development goals.
They point out that financial markets in general and
the banking sector in particular are different from other
markets and that government intervention can improve
the working of the financial sector and the overall func-
tioning of the economy. In particular, the socig! view em-
phasizes the role of the public sector in compensating
for market imperfections that leave socially profitable
investments underfinanced (Atkinson and Stiglitz 1980;
Stiglitz 1994). The development view is also supportive
of public participation in the banking sector and is of-
ten identified with Gerschenkron (1962). The devel-
opment view stresses the need for public intervention
in economies where scarcity of capital, general distrust
of the public sector, and endemic fraudulent practices
among debtors may fail to generate the sizable finan-

cial sector required to facilitate economic development
(Stiglitz 1994).

Others argue that banks are not necessarily differ-
ent from other businesses and that the case for financial
market imperfection is often overstated. Furthermore,
they suggest that market failures can be better ad-
dressed with regulation and subsidies rather than with
direct state ownership of banks. This is the political view,
which argues that politicians create and maintain state-
owned banks not to channel funds to socially efficient
uses, but rather to maximize the personal objectives of
politicians (La Porta, Lépez-de-Silanes, and Shleifer
2002). According to the proponents of this view, state
ownership of banks is dictated by redistributive politics
and by the fact that politicians are interested in appro-
priating the rents that may derive from controlling the
banking sector.

The agency view is somewhere in between the be-
nign view of state intervention in the banking sector,
as represented by the social and development views,
and the more cynical political view. The agency view
highlights the trade-off between the allocative effi-
ciency motive stressed by the social and development
views, and internal efficiency, namely the ability of
state-owned enterprises to carry out their mandate.
The agency view emphasizes that although market im-
perfections may exist, agency costs within government
bureaucracies may more than offset the social gains of
public participation.

In order to understand whether the state should be
in the banking business, it is useful to divide the issue into
the following two questions: Are there market failures that
justify state intervention in the banking sector? Are these
market failures better addressed with subsidies and regula-
tions, or do they require direct state ownership?

!'The data reported here are from La Porta, Lépez-de-Silanes, and
Shleifer (2002) and refer to the assets of the 10 largest banks in each
country. Data for the whole banking system (from Micco, Panizza,
and Yafiez 2004) are highly correlated with the data for the top 10
banks, but the former dataset shows somewhat lower presence of
the public sector (11 percentage points lower on average).
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FIGURE 11.1 State-Owned Banks
{Percentage of total bank assets)

Source: IDB calculations based on data from La Porta, Lopez-de-Silanes,
and Shleifer {2001).

THE RATIONALE FOR STATE
INTERVENTION

Standard arguments for state intervention in the bank-
ing sector can be broadly classified into four groups:
(i) to maintain the safety and soundness of the bank-
ing system; (i) to mitigate market failures due to the
presence of costly and asymmetric information; (iii) to
finance socially valuable (but financially unprofitable)
projects; and (iv) to promote financial development and
give access to competitive banking services to residents
in isolated areas.

Safety and Soundness

The first group of reasons—to maintain the safety and
soundness of the banking system—has to do with the
fact that banks are inherently fragile institutions because
their liabilities consist of demand deposits and their as-
sets consist of more illiquid loans. Such a situation can
lead to self-fulfilling bank runs and widespread bank
failures. However, banking fragility by itself does not
justify government intervention aimed at guaranteeing
the stability of the banking system, unless bank failures
generate large negative externalities. It is exactly in this
sense that banks are special because, besides interme-
diating credit, they also provide two services that have
a public-good nature: they are the backup source of li-
quidity for all other institutions and the transmission
belt for monetary policy (Corrigan 1982).

The need for state intervention also arises from
the fact that, because of the large leverage ratios that
characterize financial institutions in general, bank man-
agers and owners may have strong incentives to pursue

investment activities that are riskier than the ones that
depositors would prefer (Jensen and Meckling 1976;
Freixas and Rochet 1997). This would not be a problem
if depositors could effectively monitor bank managers.
However, there is a free-rider problem in bank moni-
toring because bank liabilities are mostly held by small
depositors who have very limited incentives and ability
to monitor bank activities.?

Market Failures

The second set of explanations for state intervention—
to mitgate market failures due to the presence of costly
and asymmetric information—has to do with the fact
that financial markets in general and banking in par-
ticular are information-intensive activities. It is gener-
ally accepted that the stock of information gathered by
banks plays a role in increasing the pool of domestic
savings that is channeled to available investment op-
portunities. However, because information has some
public-good characteristics (nonrivalries in consump-
tion and costly excludability) and often entails a fixed
acquisition cost, competitive markets will undersupply
information, and the fixed costs will lead to imperfect
competition in the banking system. Moreover, informa-
tion can be easily destroyed, increasing the cost of bank
failures as customers of the failed bank may lose access
to credit. It has also been shown that asymmetric infor-
mation may lead to credit radoning, that is, a situation
in which good projects are underfinanced (or not fi-
nanced at all) due to the lack of verifiable information.?
A similar case can be made for the relationship between
depositors and banks: lack of bank-specific information
can dissuade savers from depositing in banks, particu-
larly in incipient banking systems where long-standing
customer relationships are still to be built.

Social value

The third group of reasons for state intervention—to
finance socially valuable (but financially unprofitable)
projects—has to do with the fact that private lenders

?'The same problem underlies the role of banks as delegated moni-
tors of depositors’ investments, as pointed out by Diamond (1984).
These arguments have been invoked to motivate the need for more
stringent prudential regulation, as opposed to direct state partici-
pation in banking activities.

3 Indeed, rationing may occur as an adverse selection phenomenon
in which, by pooling good and bad projects, the lender may in-
crease the financing costs to the point of driving good projects out
of the market. For a detailed discussion of market failures arising
from costly and asymmetric information, see Stiglitz (1994).



may have limited incentives to finance projects that
produce externalities. Thus, direct state participation
would be warranted to compensate for market imper-
fections that leave socially profitable (but financially
unattractive) investments underfinanced. Alternatively,
state intervention may be justified by big-push theories
like the one originally formulated by Rosenstein-Rodan
(1961). It is also possible to argue that banks may frus-
trate expansionary monetary policy because they have
limited incentives to lend during periods of economic
downturns and low interest rates and do not internalize
the fact that, by increasing lending, they would push
the economy out of recession (this is the macroeconomic
view).* If this is the case, state intervention could solve a
coordination problem and make monetary policy more
effective. A related theoretical argument in favor of
state intervention, borrowed from the literature on the
mix of financial markets, points to the fact that effec-
tive prudential regulations tend to make private banks
too risk averse to finance all potentially profitable in-
vestments.® Thus, in the absence of developed capital
markets that allow for alternative sources of financing,
which is the case in most developing countries, state
intervention may be warranted.

Isolated Areas

The fourth set of arguments for state intervention—to
promote financial development and provide access to
competitive banking services for residents of isolated
areas—claims that private banks may not find it profit-
able to open branches in rural and isolated areas. Un-
derlying this argument is the belief that granting access
to banking services may increase financial development,
generating positive externalities on growth or poverty
reduction (see, for instance, Burgess and Pande 2004).
Furthermore, proponents argue that access to financial
services is a right and that the state should make an ef-
fort to guarantee its universal provision. Others claim
that the presence of public banks is a means to guarantee
competitive behavior in an otherwise collusive banking
sector. However, this rationale is likely to be relevant
only when the regulatory and monitoring capacity of
the public sector is limited and prone to capture.

HOW SHOULD THE STATE INTERVENE?

Most economists would agree that market failures in
the banking system warrant some degree of govern-
ment intervention. There is less consensus on the spe-
cific nature of this intervention and, in particular, the
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dilemma between regulation and contracting of private
agents on the one hand and direct state ownership on
the other hand. Under what conditions would state
ownership be justified?

The literature on contracting provides some in-
sight into this question. If the government knows exact-
ly what it wants to produce, and if the characteristics of
the goods or services to be produced can be written in a
contract or specified by regulation, then it will not mat-
ter whether a given good or service is directly provided
by the government or contracted to a private provider.®
Hart, Shleifer, and Vishny (1997) analyze the more re-
alistic case in which the good or service to be provided
has some noncontractible quality. They show that if
cost reductions lead to a deterioration of the noncon-
tractible quality, private provisions may have benefits in
terms of cost reduction but may yield lower quality. In
particular, the noncontractible quality will depend on
how cost reduction activities affect the quality of the
good or service provided.

"To provide a concrete example, consider the case in
which a government wants to establish a development
bank whose uldmate objective is to promote economic
development by making loans to certain economic sec-
tors at a subsidized interest rate because of the presence
of important externalities. The government could ei-
ther establish a public development bank or contract a
private provider. According to Hart, Shleifer, and Vish-
ny (1997), the private provider would have an incentive
to reduce costs and innovate. However, the incentive to
reduce costs may contradict the development objective.
And because economic development cannot be easily
monitored in the short term, the bank could take cost-
reducing actions that would reduce its long-term effects
on development. For instance, it could focus on low-
risk sectors to avoid insolvency risk even though riskier
industries may have higher externalities and therefore
greater social payoffs. This seems to suggest a theoreti-
cal rationale for direct public sector ownership of de-

* Prudential regulation may create an additional disincentive be-
cause both the quality of banks’ portfolios and prospective invest-
ments tend to deteriorate during a recession.

5 There are at least two reasons why this may be the case. First,
because of the presence of externalities in the banking sector, the
regulator may aim for a suboptimal risk level. Second, reputation
costs and significant market power may induce large private banks
to shy away from risky investments in order to protect their char-
ter value.

6 This is so because, from the government’s point of view, there
is no difference between providing the right set of incentives to
private or public managers, and this holds even in the presence
of moral hazard and adverse selection (Hart, Shleifer, and Vishny
1997).
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velopment banks.” Indeed, most development banks in
Latin America are either public or have a mixed (public-
private) structure (Figure 11.2).

Tt may seem paradoxical to claim that state-owned
banks are more efficient than private sector institutions
in achieving objectives that cannot clearly be contract-
ed or monitored. After all, if the state cannot clearly
write a contract with a private sector provider, how can
it provide incentives to the bureaucrats? The argument
that the state can provide incentives to public bureau-
crats more easily than to private providers is in line with
Holmstrom and Milgrom’s (1991) result that increasing
the incentives along a measurable performance dimen-
sion (costs or profitability) reduces the incentives along
nonmeasurable dimensions.?

Critics of government intervention argue that
state ownership of banks eventually leads to a situation
in which credit allocation is dictated by political rather
than economic considerations (Kane 1977).° Howev-
er, once the analysis deviates from the assumption of
a benevolent government, it is not straightforward to
figure out the effects of corruption, patronage, and a
weak state in general on the balance between the costs
and benefits of state ownership. State ownership may
increase the opportunities for corruption and patron-
age, but a weak state makes contracting and regulation
more difficult and hence may increase the benefits of
state ownership.1?

Market failures in the banking system not only
lead to the underprovision of certain goods or services
but also indicate the inherent fragility of the banking
system. The traditional view is that regulation and su-
pervision, together with deposit insurance, can reason-
ably reduce banking fragility without eliminating the
incentves to reduce costs and innovate that arise from
private ownership.!! Indeed, most developed countries
follow this avenue. However, deposit insurance and
regulation do not work satisfactorily in poor develop-
ing countries that are plagued by high levels of corrup-
tion and poor institutional quality (Demirgiic-Kunt and
Detragiache 2002; Barth, Caprio, and Levine 2002). In
that context, direct state ownership could increase the
public’s trust in the banking system and lead to deeper
financial markets.

This was the original view of Gerschenkron (1962)
and is formalized by Adrianova, Panicos, and Shordand
(2002). They justify their work using the example of
Russia, where public mistrust of banks induces most
small savers to keep their funds outside the banking
system and where 70 percent of retail deposits are with
the largest state savings bank.!? Note that the argument
can be made more generally in terms of a comparison

FIGURE 11.2 Share of Development Bank Assets
by ownership, Latin America, 2001
(Percentage of total bank assets)

Source: IDB calculations based on data from ALIDE.

7 By contrast, the objective of providing banking services to isolat-
ed areas could be readily met by contracting a private bank to open
branches in specific locations, a solution that appears to dominate
direct ownership if the latter involves the de novo creation of a
state-owned institution.

8 This also provides a possible explanation for the finding that
that state-owned banks tend to be less profitable than their private
counterparts. The finding of profitable public banks may signal the
failure of the incentive scheme rather than its success. Pressures
for profitability may induce public bank managers to deviate from
their social mandate and mimic private banks in their credit alloca-
tion criteria (De La Torre 2002). If so, public banks, although effi-
cient, would become redundant. Thus, public ownership would be
preferable when there is limited potential for quality improvement
or when the adverse effect of cost reduction on quality is likely to
be substantial.

? Sapienza (2004) looks at the case of Italy and finds support for
this political view.

10 Moreover, Hart, Shleifer, and Vishny (1997) also make the point
that the presence of competition in the provision of the good or
service would reduce the incentives of the private providers to de-
crease quality by overinvesting in cost-reducing activities. This is
true only if those who choose the provider care about the noncon-
tractible component. Therefore, this may not apply to banking if
the noncontractible quality is, for example, the development im-
pact of banking. Hart, Shleifer, and Vishny point out that corrup-
tion may weaken the case for private contracting because privatiza-
tion maximizes the bribes that can be collected by politicians.

1 In the case of banking, a possible source of cost reduction is bet-
ter screening of potential debtors. This would reduce nonperform-
ing loans and hence reduce fragility of the banking system.

12 At the cross-country level, there is a positive but not statistically

significant correlation between the saving ratio and state owner-
ship of banks.



of agency costs. Credible deposit insurance and effec-
tive regulation and supervision can offset the mistrust
of depositors while limiting the contingent liability of
the insurance agency. If regulation and supervision are
ineffective, however, the cost in terms of insurance out-
lays may outweigh the agency costs of direct state own-
ership. Thus, the case for direct intervention hinges
on the government’s ability to provide incentives and
monitor private bank owners and managers relative to
its ability to do so for its own agents.

WHAT SHOULD STATE-OWNED
BANKS DO?

In order to evaluate the performance of state-owned
banks, it is important to have a clear idea of the a priori
expectations about them. Box 11.1 provides a taxonomy
of institutional arrangements that characterize state-
owned banks in practice. According to the social view,
state-owned banks should be more active in sectors in
which market failures are likely to be more prevalent,
namely, those associated with informational asymme-
tries, intangible assets, large external financing needs,
and significant spillovers. Candidates would include ag-
riculture (which is plagued by asymmetric information
and aggregate shocks); sectors with intensive research
and development, such as the pharmaceutical industry
(which has a large share of intangible assets and poten-
tially large spillovers); and capital-intensive industries
that have long start-up periods with negative cash flows
(for example, the aerospace industry).

It is also plausible that politicians may want to use
public banks to limit employment volatility. Therefore,
state-owned banks would be expected to lend to labor-
intensive sectors, particularly during recessions and in
the presence of high unemployment rates. In this sense,
state-owned banks would not be competing with the
private sector to finance firms with alternative sourc-
es of credit, or to finance the public sector. However,
there are two exceptions to this general statement.

First, the development view stresses that in a con-
text of poor institutional development and general mis-
trust of private banks, state-owned banks could be the
only viable financial institudons and a fundamental
stepping-stone in the creation of a country’s financial
system. Furthermore, well-structured public financial
institutions may disseminate their experience to private
sector partners and hence promote financial develop-
ment.!* Thus, commercial (as opposed to development)
public banks may play a role in the early stages of finan-
cial development.
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Second, private bank lending could overreact to
recessions and amplify the business cycle. Although
this problem could be addressed with government
guarantees or subsidies, these actions could take time
to materialize because they would likely require some
sort of legislative action. Hence, public bank managers
that internalize the benefits of increasing credit during
recessions may play a useful role in smoothing credit
cycles.!*

Some policymakers argue that public sector banks
could also be used as a tool to address in a nontrans-
parent way a whole class of problems that may arise in
times of crisis. For instance, public sector banks could
be used as a crisis resolution vehicle, absorbing the bad
loans of restructured banks. Public sector banks may
function as an instrument to quickly distribute sub-
sidies to politically sensitive sectors or to industries
that are facing an economic crisis. There is a trade-off
between the costs and benefits of having such an in-
strument. On the one hand, by increasing the degrees
of freedom for policymakers, public banks may make
policy more effective. On the other hand, by reducing
transparency and accountability, public banks increase
the opportunities for waste, corruption, and patronage,
and may generate a series of contingent liabilities that
are not properly accounted for in the fiscal accounts.
It is fair to conclude that, in most cases, this lack of
transparency and accountability may do more harm

than good.

PUBLIC BANKS IN LATIN AMERICA

The share of bank assets controlled by the public sec-
tor varies widely across countries. Developed countries
and Sub-Saharan African countries have the lowest
prevalence of state ownership of banks (around 30 per-
cent in 1995; Figure 11.1).1% South Asia and the Middle
East have the largest share of state ownership of banks
(about 90 and 60 percent, respectively). The transition
economies of Eastern Furope and Central Asia, after
the massive privatization programs of the 1990s, moved
from almost full state ownership of banks (90 percent
in 1985) to intermediate levels of state ownership in

13 This was the case for the development banks created in Europe
during the 19th century (Armediriz de Aghion 1999).

4 This idea is similar to the argument that monetary policy has
shorter implementation lags than fiscal policy has. In this context,
a case can be made in favor of contingent guarantees that are acti-
vated in the event of a crisis.

15 The data described here include both commercial and develop-
ment banks.
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FIGURE 11.3 State-Owned Banks in Latin America
{Percentage of total bank assets)

Source: La Porta, Lopez-de-Silanes, and Shleifer (2001).
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1995, with data for 2001 indicating an even lower level
of state ownership (Bonin, Hasan, and Watchel 2003).

The level of state ownership of banks in Latin
America is similar to the average for developing coun-
tries. However, there are large differences across coun-
tries in the region, with Costa Rica having the largest
share of government ownership of banks (90 percent
in 1995, down from 100 percent in 1970; Figure 11.3),
and Trinidad and Tobago having the smallest share (1.5
percent).

Most countries in the region privatized aggres-
sively in the 1970s and 1990s. In 1970-85, average state
ownership of banks dropped from 64 to 55 percent; in
1985-95, it dropped from 55 to 40 percent.'® Ecua-
dor, Chile, and Peru privatized the most, moving from
around 90 percent state ownership to less than 40 per-
cent. Uruguay is the only country that increased state
ownership of banks, moving from 42 percentin 1970 to
69 percent in 1995. Other countries experienced large
swings in the bank privatization and nationalization
process. Mexico, for instance, moved from 82 percent
of state ownership in 1970, to 100 percent in 1985, and

16 Studies of bank privatization in Latin America include Beck,
Crivelli, and Summerhill (2003); Clarke and Cull (2002); and
Haber and Kantor (2003).
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35 percent in 1995. A similar pattern holds for Nicara-
gua, Colombia, El Salvador, and Bolivia.!”

More recent data show that the pattern of bank
privatization has continued in most countries.’® In
1995-2001, large bank privatizations raised US$5.5
billion in Brazil, where the privatization of BANESPA
raised US$3.6 billion; US$800 million in Mexico; and
more than US$500 million in Colombia and Venezuela
(Megginson 2003). Table 11.1 shows the recent evolu-
tion of state ownership of banks in 10 Latin American
countries. Argentina, Brazil, Costa Rica, and Nicaragua
privatized the most. The share of assets controlled by
state-owned banks also dropped in Chile, El Salvador,
and Guatemala but remained more or less constant in
Colombia. Box 11.2 provides a description of the effect
of privatization on bank performance.

Figure 11.4 describes public bank performance in-
dicators relative to those of domestic private banks."” It
shows that public banks charge lower interest rates than
their private counterparts, which is consistent with Sa-
pienza’s (2004) findings for Italy, and public banks pay
lower interest rates on deposits—90 basis points less
than private banks. In addition, public banks tend to
lend more to the public sector (the difference between
the share of public sector loans of private and public
banks is 8 percentage points) and have a higher share of
nonperforming loans (about 8 percentage points high-
er). Finally, public banks are less profitable than their
private counterparts (the difference in returns on assets
is 40 basis points).

Table 11.2 shows indicators of public and foreign
bank performance relative to private banks for countries

FIGURE 11.4 Relative Perfomance
of State-Owned Banks, 1993-2003
(Percentage difference compared with
domestic private banks)

Note: Includes banks from Argentina, Brazil, Chile, Colombia, Costa Rica,
El Salvador, Mexico, and Peru.
Source: IDB calculations based on balance sheet data from 1993-2003.

7 Data for 1970, 1985, and 1995, respectively, show that state
ownership was 53, 69, and 18 percent in Bolivia; 57, 75, and 53
percent in Colombia; 53, 100, and 26 percent in El Salvador; and
90, 100, and 63 percent in Nicaragua.

18 Data from bank superintendencies.

19 All the values were obtained by running a bank-level regression,
controlling for size (expressed as log of total assets) and including
a dummy taking the value 1 for public banks and a dummy tak-
ing value 1 for foreign-owned banks. The values plotted in Figure
11.4 are the coefficients of the public bank dummy. Appendix 9.1
in Chapter 9 reports full regression results and explains the meth-
odology.



in Latin America. It shows that the relative profitabil-
ity of public banks is particularly low in Colombia and
Honduras, and Costa Rica is the only case in which pub-
lic banks are more profitable than their private coun-
terparts. Public banks pay and charge the lowest inter-
est rates relative to private domestic banks in Brazil and
Honduras, with a rate differential close to 2 percent-
age points in the case of loans in Brazil. Nonperform-
ing loans are particularly high for public banks in Costa
Rica, Guatemala, and Honduras, and public sector loans
are particularly high in Chile and Costa Rica.

Table 11.3 traces the evolution of public sector
loans in public, private, and foreign banks. In three
countries (Argentina, Brazil, and Colombia), the share
of public sector loans increased considerably in 1995-
2000. In Colombia and Argentina, public sector banks
seem to have absorbed a disproportionately large share
of public sector debt.

|
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These results should be taken with some caution
because they are simple correlations that control only
for bank size. The results suggest that public banks tend
to be less efficient than their private counterparts, with
higher nonperforming loans, more loans to the public
sector, higher overheads, and lower returns. However,
public banks are also perceived to be safer and hence
able to pay lower rates on deposits and extend credit
at a lower rate. An alternative explanation for this re-
sult is that state-owned banks may benefit from indirect
subsidies from government deposits paying no or low
interest rates.?

Finally, it is important to stress that state-owned
banks may maximize social welfare rather than profits.
Therefore, it could be the case that an efficient pub-

20 This is the case in Chile, where the Banco del Estado de Chile

manages the central government’s checking account.




150

lic bank loses money on projects with negative private
present value but with positive externalities or social
benefits.

DEVELOPMENT BANKS

Most of the literature on state ownership of banks ei-
ther focuses exclusively on commercial banks or mixes
commercial banks with development banks.”! However,
these are very different types of institutions (see Box
11.1). Although there is no universally accepted defini-
tion of development banks, they are often described as
financial institutions that are primarily concerned with
offering long-term capital finance to projects that are
deemed to generate positive externalities and hence
would be underfinanced by private creditors. Standard
objectives of development banks include financing the
agricultural sector and reducing regional economic dis-
parities. Rather than working directly with the public,
development banks sometimes operate as second-tier
institutions; that is, they operate through other banks.
And development banks often have a well-defined ob-
jective that is closely related to the economic develop-
ment of either the country or a given sector.??

The most recent survey available indicates that
there are 550 development banks worldwide, of which
152 are located in Latin America and the Caribbean
(Bruck 1998). Figure 11.5 describes the relative im-

portance of development banks in regions around the
world. Latin America, South Asia, and Sub-Saharan Af-
rica are characterized by a relatively large presence of
development banks.

There is some consensus that development banks
played an importantrole in the industrialization of Con-
tinental Europe and Japan (Cameron 1961; Armediriz
de Aghion 1999). For example, Crédit Mobilier, a pri-
vate institution with close government ties, played an
important role in financing the European railway sys-
tem and, through partnership with other banks, con-
tributed to overall European financial development.??
In Germany and Japan, development institutions were
key to the post-World War I and II reconstruction eras.
According to Armeddriz de Aghion (1999), key factors
in the success of these financial institutions were their
dispersed ownership (especially for institutions created
before World War IT) and charters that stated that these

2 Important exceptions include Armediriz de Aghion (1999),
Titelman (2003), and ALIDE (2003).

22 Alternative definitions of a development bank include: (i) an in-
stitution to promote and finance enterprise in the private sector
(Diamond 1957), (ii) a financial intermediary supplying long-term
funds to bankable economic development projects and providing
related services (Kane 1975), and (iii) a public or private institation
that has as one of its principal functions supporting medium or
long-term industrial projects (Boskey 1959).

3 For a brief history of Crédit Mobilier, see Rajan and Zingales
(2003b). Cameron (1961) provides a more detailed account.



FIGURE 11.5 Importance of Development Banks, 2001
(Percentage of total bank assets)

Source: IDB calculations based on data from La Porta, Lépez-de-Silanes,
and Shleifer (2001).

institutions should provide only supplementary finance,
which led to the necessity of cofinancing agreements.
These characteristics were important because they en-
abled the development institutions to disseminate their
expertise and thus promote financial development in
Europe.

In comparing the experience of Crédit National de
France with Nacional Financiera de Mexico, Armeddriz
de Aghion (1999) suggests that the type of government
involvement (with subsidized credit and loan guarantees
in the first case and direct ownership in the second) and
the need for cofinancing agreements are among the fac-
tors that made the experience of Crédit National more
successful than that of Nacional Financiera. Armedadriz
de Aghion also argues that these findings are consistent
with a theoretical model showing that well-targeted

state intervention via subsidies and credit guarantees
and the imposition of cofinancing restrictions are likely
to maximize the positive spillover effects of develop-
ment institutions. They may lead not only to a better
allocation of credit because cofinancing may limit the
opportunities for politically motivated credit allocation,
but also to dissemination of development expertise to
the whole financial system.

Latin America has a large number of institutions
that define themselves as development banks and are
part of ALIDE (Asociacién Latinoamericana de Insti-
tuciones Financieras para el Desarrollo).?* Of the 121
members of ALIDE, 75 are first-tier banks, 21 are
second-tier banks, and the rest are mixed. Most of these
development banks are either state-owned or have
mixed public-private ownership. In 2002, there were
only 11 development banks with fully private owner-
ship, accounting for less than 2 percent of the total
assets of Latin American development banks (Figure
11.2).%5

Argentina, Brazil, and the Dominican Republic
have the largest number of development institutions
(more than 10). Development banks are particularly im-
portant in Brazil, Costa Rica, the Dominican Republic,

24 The self-definition is adopted because it is otherwise difficult to
define whether an institution is a development bank.

2 These were Banco Industrial S.A. (operating in Bolivia and Gua-
temala); Banco del Desarrollo (Chile); Banco BHD S.A., Banco
Dominicano del Progreso S.A., and Banco de Desarrollo Citicorp
(the Dominican Republic); Banco Empresarial S.A., Financiera
Guatemalteca S.A., Financiera Industrial S.A. (Guatemala); and
FEDECREDITO (El Salvador).
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FIGURE 11.6 Development Bank Loans
in Latin America, 2001
(Percentage of GDP)

Source: IDB calculations based on data from ALIDE.

Panama, and Uruguay, where loans totaled more than
15 percent of GDP in 2001; they are relatively less im-
portant in Ecuador, El Salvador, Honduras, Peru, and
Venezuela (Figure 11.6).

BNDES in Brazil is the largest development bank,
with total net loans of US$28.3 billion and annual dis-
bursements of approximately US$11 billion in 2002.
The second and third-largest development banks are
also Brazilian (Banco do Brasil and Caixa Econdmica
Federal), followed by two Mexican development banks
(NAFIN and BANOBRAS) and an Argentine institu-
tion (Banco de la Nacién Argentina). The list of insti-
tutions that are members of ALIDE also includes firms
that mostly engage in commercial banking activities;
that is, they belong to group 1 in the taxonomy of Box
11.1. If these banks are dropped from the sample, the
share of development bank loans over GDP drops sub-
stantially. Brazil becomes the country with the largest
presence of development banks, followed by Mexico,
Colombia, and Chile.

Development banks tend to have low profitability,
and their return on assets tends to be lower than that of
private banks (Figure 11.7).26 This is particularly true
for Chile, Colombia, Guatemala, and Mexico.?” How-
ever, in Brazil and Peru, there is no large difference
between the profitability of development and private
commercial banks, which could be due to the fact that

FIGURE 11.7 Average Return on Assets of Development
and Private Banks in Latin America, 2001
(Percent)

the cost of funds is lower for development banks. In
El Salvador and Bolivia, development banks seem to be
more profitable than private commercial banks.

In some respects, Latin American development
banks adhere to their mandate of focusing on disadvan-
taged sectors. For instance, a recent survey by ALIDE
found that more than 20 percent of total credit allo-
cated by its member institutions is directed toward ag-
riculture and rural development and that 80 percent of
credit allocated by second-tier ALIDE members is ei-
ther medium or long-term. The same survey found that
50 percent of the surveyed institutions allocate more
than 80 percent of their credit to small and medium
enterprises (ALIDE 2003).228 However, in some cases,

26 The figure compares average return on assets (weighted by bank
assets) for development banks (excluding first-tier banks) and pri-
vate commercial banks.

27 Tt should be pointed out, however, that the figure for Guatemala
is influenced by the disastrous returns of one institution, which had
a return on assets of ~26 percent. If this institution is dropped from
the sample, the return on assets of development banks increases to
0.6 percent. In the case of Chile, the negative results are due to
the crisis at CORFO (Corporacién de Fomento de la Produccién),
which in 2001 had a return on assets of 4.8 percent (the return on
assets was mostly positive in the previous years).

28 Tt should be pointed out that evaluating the effects of develop-
ment banks is not an easy task. Take, for instance, the provision
of long-term financing. In Brazil, BNDES is basically the only
provider of long-term financing. This could be interpreted in two
ways. On the one hand, it could be claimed that BNDES provides
a much-needed form of credit that is not offered by private pro-
viders. On the other hand, it may be claimed that the presence of
BNDES crowds out the activity of private providers of long-term
financing.



FIGURE 11.8 Share of State-Owned Banks
and Financial Development, 1980-2001

Source: BANKSCOPE (2004); International Monetary Fund (2004).

some development banks forget their mandate and rep-
licate the activity of private commercial banks.?

DO PUBLIC BANKS PLAY A USEFUL ROLE
IN ECONOMIC DEVELOPMENT?

A few empirical studies have addressed the effects on
development of state-owned banks. The studies tend to
focus on implications for the evolution of the private
banking sector and financial markets as a whole and
thus for economic performance. Looking at the correla-
tion between public participation in the banking sector
and financial development, Barth, Caprio, and Levine
(2002) find that, after controlling for bank regulation,
government ownership of banks is not robustly linked
with other indicators of bank development and perfor-
mance. However, these findings conflict with previous
work by Barth, Caprio, and Levine (2001) on a sample
of 59 developed and developing countries. The 2001
study finds a negative association between state own-
ership and financial depth, even after controlling for
economic development and the quality of government
(Figure 11.8).%

The interpretation of these findings in terms of
causality is rather difficult, and these results do not help
clarify whether the existence of public banks is justified
by development and social objectives or whether their
existence is purely due to political reasons. In fact, all
theories aimed at explaining state intervention in the
banking sector point to the correlation between state
ownership of banks and poor institutional quality (as
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measured by lack of property rights), low financial de-
velopment, government intervention in the economy,
and low GDP per capita.

An alternadve way to look at the issue is to use
microeconomic data.}! However, it is often difficult to
distinguish the empirical implications of each theory.
For example, both the development and political views
are consistent with low profitability of public banks be-
cause they finance socially (but not privately) profitable
investments, are dominated by agency costs, exploit
political patronage, and are subject to macroeconomic
policy (Sapienza 2004).

La Porta, Lépez-de-Silanes, and Shleifer (2002)
focus more specifically on the determinants and impli-
cations of state ownership of banks. Their original data
on public ownership comprise public shares for about
90 economies for 1970, 1985, and 1995. Their study
shows that government ownership of banks in an ear-
lier period is associated with slower subsequent devel-
opment of the financial system and slower economic
growth. The analysis controls for initial conditions (fi-
nancial and economic development, and the state own-
ership ratio) but is still limited to cross-section correla-
tions. The authors note that the correlations are not
conclusive evidence of causality. This is particularly
true in light of the strong persistence of both credit
shares and state ownership ratios. As noted, a negative
link between government ownership and financial de-
velopment is not at odds with Gerschenkron’s (1962)
view of development.

2 For example, Mexico’s Banco Nacional de Crédito Rural
(BANRURAL) has a mandate to finance agricultural activities but
has a large share of its branches in urban areas.

3 Note that the data in Table 11.1 are not directly comparable
with the data in Figure 11.8. Table 11.1 includes only all the com-
mercial banks operating in the country; values were computed by
assigning 100 percent government ownership to banks that have
at least 50 percent of assets owned by the government and 0 per-
cent government ownership to others. Figure 11.8 also includes
development banks, but the data are for only the assets of the 10
largest banks.

31 Altunbas, Evans, and Molyneux (2001) investigate scale econo-
mies, inefficiencies, and technical progress for a sample of private,
mutual, and public banks in the German market. They find litde
evidence that private banks are more efficient than public and mu-
tual banks. Sapienza (2004) studies the comparative performance
of private and public banks in Italy. She shows that: (j) state-owned
banks charge lower interest rates than their private counterparts to
similar firms, even if the latter have access to financing from pri-
vate banks; (ii) state-owned banks’ lending behavior is affected by
the electoral results of the party affiliated with the bank; (iii) state-
owned banks favor mostly large firms; and (iv) state-owned banks
favor firms located in depressed areas.

(ssaursng Sunjueqg aYj ul ag JUSUIUILA0D ay) p(noys



154

La Porta, Lépez-de-Silanes, and Shleifer’s (2002)
statistical analysis groups together very different coun-
tries, including former socialist economies where state
ownership was the rule and for which output data for
earlier periods are less reliable. Therefore, a revision
of their results may shed additonal light on these is-
sues. Appendix 11.1 revisits their findings by using the
same measure of state ownership in the banking sector,
updating and extending in time the private credit and
GDP data following their definitions and sources.

Although the findings in Appendix 11.1 qualify the
previous evidence of a negative effect of state ownership
of banks, they also fail to support the view that public
banks mitigate market imperfections that lead to alloca-
tive inefficiencies. Indeed, the preliminary conclusion
from this evidence suggests that, in terms of its effects
on financial development and long-term growth, the
average public bank does not appear to be significantly
better than its private peers.

As noted above, an alternative rationale for the ex-
istence of public banks is that they could play a useful
countercyclical role by stabilizing credit. In this case,
public bank lending should react less to macroeconomic
shocks—decreasing less during recessions and increas-
ing less during expansions—compared with the behavior
of private banks. Furthermore, if bank failures are more
likely during recessions, and if depositors think that pub-
lic banks are safer than private banks, the former should
enjoy a more stable deposit base and hence be better
able to smooth credit. Micco and Panizza (2004b) use
bank-level data to look at whether bank ownership af-
fects credit growth during the business cycle. They find
that, in Latin America, credit extended by public banks
is less procyclical than credit extended by private banks.
In addition, the smoothing effect of public banks is par-
dcularly strong in periods characterized by slow growth
of domestic deposits and when credit grows less than
total demand deposits. The results also suggest that de-
posits of public banks are less procyclical than deposits
of private domestic banks.

These results suggest that public banks may help to
reduce credit procyclicality and hence reduce business
cycle fluctuadons. However, Micco and Panizza’s (2004b)
analysis focuses on bank-level variables and not on total
credit. If public banks were to crowd out private credit,
their presence could still lead to higher credit voladl-
ity. Levy-Yeyat, Micco, and Panizza (2004) find a nega-
dve but not statistically significant correlation between
the presence of state-owned banks and the elasticity of
credit to external shocks. This finding supports the micro-
economic evidence that public banks do not amplify, and
if anything smooth, credit cycles.

It is also interesting to test whether state-owned
banks allocate credit better than private banks by using
industry-level data to identify the role of bank owner-
ship in explaining industry growth and voladlity.>? Levi-
Yeyati, Micco, and Panizza (2004) find that while more
developed financial systems tend to favor economic sec-
tors that for technological reasons are more dependent
on external financing, state ownership of banks detracts
from this effect of financial development (Rajan and Zi-
nagales 1998). Interestingly, financial development ap-
pears to be more important for sector growth in develop-
ing countries, but the offsetting effect of public banks is
stronger in developed countries; state ownership of banks
has no significant effect if the sample is restricted to de-
veloping countries. The authors also investigate whether
state ownership of banks has an effect on sector voladlity,
but they find no evidence to support this hypothesis.

WHAT IS A GOOD PUBLIC BANK?

It is difficult to make general statements on the desir-
ability and past performance of state-owned banks based
on cross-country analysis of aggregate data. There are
two reasons for this. One has to do with the basic speci-
fication problems of omitted variables and endogene-
ity, compounded by data restrictions, such as the lack
of institutional measures for earlier periods. The other
reason relates to the fact that state-owned institutions
are heterogeneous and may work satisfactorily in some
countries but disappointingly in others. Heterogene-
ity is also present in individual countries, as the case of
Brazil illustrates (Box 11.3). Thus, cross-country stud-
ies tend to spread a negative or neutral light on the role
of public sector banks. More detailed studies that use
micro-level data find that, once provided with the right
incentives, public sector banks may play a positive role
in mobilizing savings (Yaron and Charitonenko 2000)
or in providing consumpton smoothing in times of cri-
sis (Alem and Townsend 2003).

Characteristics that may affect the success of a
state-owned bank include the following: (i) the na-
ture of the bank’s objective and mission; (ii) clear ac-
counting of the subsidy component and constant eval-
uation of its mission; and (iii) the bank’s governance
structure. Public sector banks with a general mandate

32 The strategy was first employed by Galindo and Micco (forth-
coming) to check whether government-owned banking promotes
growth by directng credit toward the industries that rely more
on external finance and/or toward industries where informational
asymmetries may be higher.



may achieve greater economies of scale and scope than
those with a narrower mandate, but public sector insti-
tutions with a well-defined mandate are less likely to
be affected by mission creep and conflicting objectives.
Having a well-defined objective may also prevent man-
agers of public sector banks from continuously switch-
ing between trying to fulfill their social mandate and
trying to maximize profits. It should be pointed out
that having a well-defined mandate is not necessarily
in conflict with maximizing profits or becoming self-
sufficient.*?
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Public sector banks may have high costs and low
profitability because they are poorly managed or be-
cause they are providing large subsidies and services

33 In the early 1980s, BRI-UD (a rural financial institution in In-
donesia) realized that it was putting too much focus on lending ac-
tivities and too little on deposit activities. Thus, it started offering
innovative deposit accounts for low-income farmers (Yaron and
Charitonenko 2000). This example illustrates that a development
objective can be compatible with running a profitable institution.
Vogel (1984) calls savings mobilization the forgotten objective of
rural finance.
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to their borrowers. Lack of clear accounting for the
subsidy component is problematic. On the one hand,
the excuse of subsidy can be used to cover up for poor
management of the institutions. On the other hand, in
the absence of proper accounting, well-managed insti-
tutions that have low profitability (or losses) because
they administer well-targeted subsidies can be accused
of mismanagement and forced to change their policies.
Transparency and proper fiscal accounting would also
require measurement of the subsidies received by pub-
lic sector banks. This is important because it would al-
low estimation of the true cost associated with manag-
ing these institutions and would be a stepping-stone in
conducting a proper cost-benefit analysis of their role.
However, this is often difficult to do because the subsi-
dies are not usually implemented by direct transfers of
funds, but via low-cost funding achieved with implicit
guarantees and public sector deposits.

The main criticisms that are often levied against
state-owned banks are that they are poorly managed and
their lending activities are politically motivated. The
most difficult issue for a country that wants to main-
tain a public sector presence in the banking system is to
devise an appropriate governance structure for public
banks. Although there is no literature that is specific
to the problems of the governance of public banks, it is
possible to formulate some principles on how managers
of state-owned banks should be chosen by drawing a
parallel with the literature on central banking.

First, bank managers should have operational
independence. This means that government should
set some objectives that banks should reach, but that
bank management should be free to choose how to
reach these objectives.’* Second, in order to guaran-
tee the independence of banks from direct political
influence, managers should have long appointments
that do not overlap with the political cycle. Third,
having a board of directors that represents a wide
cross-section of the society (private sector, civil so-
ciety, and geographic regions) could guarantee ade-
quate checks and balances and limit the amount of
political lending.

Interestingly, the need to protect the independence
of the bank may provide a political economy explana-
tion for why it may be optimal to have institutions that
mix banking activities with development activities rath-
er than pure development institutions with no banking
activities, as suggested by De La Torre (2002). The ar-
gument is that a well-managed development bank has
the potential of conducting its activities without direct
government transfers, although of course there still
may be subsidies in the form of implicit or explicit guar-

antees. If a development agency asks for direct govern-
ment transfers, however, the executive’s discretionary
authority on whether to grant the transfers and on their
total amount may reduce the degree of independence
of the institution.

CONCLUSIONS

Several prominent development economists writing
in the 1960s and 1970s strongly supported govern-
ment intervention in the banking sector and direct state
ownership of banks. The more recent view is that state
ownership of banks is not beneficial for economic de-
velopment. That is, “whatever its original objectives,
state ownership of banks tends to stunt financial sector
development, thereby contributing to slower growth”
(World Bank 2001, p. 123).

This chapter has reviewed the existing evidence
on the role of state ownership of banks, tested its ro-
bustness, and introduced new evidence. Although the
chapter finds some evidence in support of the idea that
state-owned banks do not allocate credit optimally, it
also shows that the results demonstrating that state
ownership inhibits financial development and growth
are less robust than previously thought. Furthermore,
the chapter discusses some new evidence indicat-
ing that, at least in the case of Latin America, public
banks may play a useful role in reducing credit procy-
clicality.

An argument that is often invoked against state
ownership of banks is that private banks tend to be
more profitable than public banks. There is in fact
evidence that this is the case, especially in develop-
ing countries. It should be pointed out, however, that
whatever merit the development view has, it is unfair
to judge it by using the profitability benchmark, be-
cause having public banks that maximize profitabil-
ity would generate an inherent contradiction and a
vicious circle. Public banks would start with a social
policy mandate and concentrate on activities with high
risk and low private returns. This would lead to re-
current losses and the need for recapitalization that
would soon be followed by reorientation toward prof-
itable activities in competition with private banks. In
turn, this would lead to insufficient attention to the

3% Clearly, here the task of defining an objective is more difficult
than in the case of central banking, in which the objective is often
a well-defined monetary, inflation, or exchange rate target.



social policy mandate and political pressure to restart
the cycle (De La Torre 2002).%

Instead, public banks should be judged on the ba-
sis of their development and stabilizing effects. The
main problem in identifying whether state-owned
banks play a positive role in economic development is
that both the political view (which assumes that state-
owned banks have a negative effect on the economy)
and the development view (which assumes that public
banks can play a beneficial role) are consistent with a
negative relatonship between state ownership of banks
and both financial development and institutional qual-
ity. The main difference between these two interpreta-
tions lies in the fact that, according to the development
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view, state ownership helps promote financial develop-
ment at initial stages and mitigates the negative effect
of poor institutional quality, which would be even more
damaging without public intervention. According to
the political view, state ownership of banks depresses fi-
nancial development and possibly promotes corruption.
As both financial development and institutional quality
are closely related to economic growth, it is difficult to
make a statement on the role of public banks without
disentangling the causal relatonship between these
variables and state ownership of banks. Thus, a defini-
tive answer on the development role of state-owned
banks will require addressing the problem of causality,
which is one of the thorniest issues in economics.

35 State-owned banks’ fiscal costs and absence of clearly proven
benefits may lead some to conclude that such banks should not
exist. Although it is difficult to argue with such logic, it should be
pointed out that this reasoning also applies to several other areas
of government intervention.
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APPENDIX 11.1. DETERMINANTS
AND IMPLICATIONS OF STATE
OWNERSHIP OF BANKS

Appendix Table 11.1 focuses on the relationship be-
tween state ownership of banks and subsequent financial
development. The results indicate that state ownership
of banks depresses subsequent financial development
even after controlling for initial GDP and the initial
level of financial development. This is also true when
1970 is used as the initial period.

Although the negative association between public
shares and private credit growth appears to be robust,
causality and omitted variable issues are more difficult
to assess. In particular, if public banks are more likely to
arise in a context in which private financial intermedia-
ton is discouraged by institutional deficits, the negative
link between private financial intermediation and state
ownership could be due to either reverse causality or the
omission of institutional variables. The analysis provides
a robustness check for this potential simultaneity prob-

lem by instrumenting the state ownership variable us-
ing an index of state-owned enterprises as a share of the
economy.’¢ With these specifications, the effect of state
ownership of banks on subsequent financial development,
while still negative, ceases to be statistically significant.’”

The table reports addidonal robustness checks, fo-
cusing on the effects of state ownership at shorter hori-
zons by splitting the sample into two periods (1970-85
and 1986-2002) in line with the available data on public
shares.3® The link is still significant at 10 percent for the
later period, but not for the earlier one.

36 La Porta, Lépez-de-Silanes, and Shleifer (2002) find that the
state-owned enterprises index is highly correlated with state own-
ership of banks, and it is not significantly correlated with private
credit growth once the share of public banks is included.

37 It should be pointed out, however, that the coefficient, while not
statistically significant, does not change in value, which suggests
that the change in significance may be due to the loss of efficiency
typical of IV estimation.

38 Here, private credit growth is computed only for countries with
at least five observations in the period.



In sum, the evidence that the prevalence of state
ownership in the banking sector conspires against its
ultimate development appears to be weaker than sug-
gested by previous studies. However, there is no indica-
tion that state ownership has the positive catalytic effect
that its advocates have suggested. A balanced reading of
these results would indicate that public banks, at best,
do not play much of a role in the development of their
private counterparts.

The same conclusion can be extracted from the
more elusive question on the effects of public banks on
long-run economic growth. While a direct nexus is dif-
ficult to construct, there are at least two indirect av-
enues through which there could be a link, either posi-
tive or negative. First, public banks may foster growth
by financing projects with important externalities that
would otherwise be shelved. Second, public banks may
inhibit financial development, which would ulimately
be reflected in poorer investment and growth records.

Appendix Table 11.2 explores the link between
state ownership of banks and economic growth. It
closely follows the work of La Porta, Lépez-de-Silanes,
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and Shleifer (2002), who report a negative association
between state ownership and growth. First, the results
suggest that the relationship between bank ownership
and growth is unrelated to changes in the amount of
credit during the period, a finding that is at odds with
the view of financial underdevelopment (measured as
total credit) as a channel through which bank ownership
may influence economic performance. Second, when fi-
nancial development is interacted with bank ownership
to proxy credit extended by public and private banks,
the two types of credit seem to have an identical effect
on growth. Finally, Appendix Table 11.2 suggests that
state ownership of banks has a negative effect on growth
in countries with low financial development, but no sta-
tistically significant effect on growth in countries with
high financial development.*

These findings suggest that state ownership of
banks has a beneficial effect on growth only in countries
with highly developed financial systems, contradicting

3 See Levy-Yeyati, Micco, and Panizza (2004) for a more detailed
discussion of these results.
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the development view’s implicit hypothesis of substdtut-
ability between public and private credit. A possible ex-
planation for this puzzling result is that countries with
well-developed financial systems are better equipped to
deal with the distortions that arise from government
ownership of banks (La Porta, Lépez-de-Silanes, and
Shleifer 2002). Alternatively, these results could be due
to the fact that the model is not well specified and that
public bank ownership is a proxy for some excluded
variable that is correlated with both bank ownership

and subsequent growth (institutional quality, for in-
stance).

The table also shows that the results are somewhat
sensitive to the sample. For instance, the results from
La Porta, Lépez-de-Silanes, and Shleifer (2002) restrict
the sample to countries for which World Bank and IMF
data are available and find a much lower coefficient and
no significant correlation between initial state owner-
ship and subsequent growth. The same is true for re-
gressions using data from 1970 through 1995.



PART IV

The Role of Economic
and Financial Institutions
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TWELVE

Economywide Institutions
and Banking Credit:
Protecting Creditor Rights

MONG the fundamental causes of long-run

economic performance, institutions have re-

ceived considerable attention in recent years.
Broadly defined, institutions are the “rules of the game
in a society, or, more formally, are humanly devised
constraints that shape human interaction. In conse-
quence they structure incentives in human exchange,
whether political, social, or economic” (North 1990,
p- 3). The most obvious formal institutions are the con-
stitution and set of laws in a society, but informal insti-
tutions such as conventions and codes of behavior often
referred to as social norms or social values, are also im-
portant in determining human interaction.

Under such a broad definition, it is hardly contro-
versial that institutions matter for development. None-
theless, going back at least to Adam Smith, economists
have paid special attention to a particular set of economic
institutions, most notably, the rule of law and the de-
gree of property rights enforcement as well as the con-
straints on the actions of powerful groups (including
the state). These institutions generate incentives and
opportunities for investment and can therefore spur or
hinder economic growth. Recent studies have provided
convincing empirical evidence supporting the view that
differences in these institutions can have a large effect
on output per capita (Hall and Jones 1999; Acemoglu,
Johnson, and Robinson 2001, 2002a, 2002b; Rodrik,
Subramanian, and Trebbi 2002).

Due to the characteristics of financial contracts,
strong institutions are crucial to support deep and sta-
ble financial markets. Indeed, with imperfect ability to
enforce loan contracts, people are tempted to renege on
their loans. Large and impersonal financial markets not
only require an appropriate legal framework, but also
adequate enforcement of the rights and constraints of
each of the parties involved in the contract. Otherwise,
financial contracts may become infeasible.

Historical evidence is consistent with the idea that
key economic institutions matter for financial develop-

ment. For instance, North and Weingast’s famous study
of the Glorious Revolution in 17th century England
shows that constitutional arrangements were aimed at
securing property rights, protecting private property,
and eliminating confiscatory governments. The authors
conclude that “one necessary condition for the creation
of modern economies dependent on specialization and
division of labor (and hence impersonal exchange) is the
ability to engage in secure contracting across time and
space. That entails low transaction costs per exchange.
The creation of impersonal capital markets is the sin-
gle most important piece of evidence that such neces-
sary condition has been fulfilled” (North and Weingast
1989, p. 831).

The importance of understanding the determi-
nants of financial development cannot be overempha-
sized. Differences in the level of financial development
can have a large effect on subsequent growth (for a sur-
vey of the literature, see Levine 1997, 2004). Therefore,
one of the channels whereby better institutions may
have an effect on economic development is through
the consolidation of larger and better financial markets.
This raises the more fundamental question exactly why
some countries have developed financial markets and
others do not.

One of the major differences between developed
financial markets and underdeveloped ones is the role
played by property rights (see De Soto 2000). The lack
of property rights in developing countries is strongly
linked to the institutions that support financial con-
tracts in these countries. To understand the importance
of securing property rights, consider a basic credit con-
tract involving three players: the creditor, the debtor,
and the institutions that guarantee that each of the oth-
er parties will live up to its responsibilities. If institu-
tions are inadequate, the benefits that the other parties
have to gain from reneging on the debt contract can be
so pronounced that they prevent the realization of the
contract itself. Hence, the ability of these institutions to
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align the players’ incentives with the clauses of the debt
contract can become an engine for promoting financial
depth.

One way institutions promote financial develop-
ment is by creating a framework for the use of collat-
eral. Collateral is used in legal structures called security
interests. Many kinds of assets can be used as collateral
if the laws and institutions surrounding the creation
and enforcement of security interests are clear, trans-
parent, and well managed. Immovable assets—that is,
land, houses, office buildings, and factories—are used
as collateral in structures called mortgages. Movable as-
sets, including contractual rights, accounts receivable,
inventory, vehicles, and future flows, can be used as col-
lateral in structures that are often called pledges or as-
signments.

Security interests for both kinds of collateral must
usually be registered to be valid against third parties. In
addition, in the case of immovable assets, the owner-
ship of the asset must be registered in the same office.
Well-functioning secured transactions frameworks in-
volve (i) efficient property registries that allow creditors
to track the ownership and pledging of assets; (ii) clear
rules and regulations that define property rights regard-
ing the types of assets that could be pledged as collat-
eral in credit agreements; and (iii) enforceable rules and
efficient institutions that allow creditors to seize col-
lateral in an efficient and timely manner if the debtor
defaults.

It is important to note that while most of the com-
ponents of a secured transaction framework have been
linked to the term creditor protection—in particular the
possibility of taking over collateral if borrowers de-
fault—ultimately those that are protected are the de-
positors of the financial system. Financial guarantees
are useful because they lower credit risk. The benefit of
lower risk is enjoyed by the economy in several ways, in-
cluding offering depositors a more secure place to save.
Hence, stronger creditor protection is directly mapped
into stronger depositor protection. After all, banks lend
mostly resources entrusted to them by depositors. The
ability to secure an interest in the collateral used to back
up loans is a guarantee to the depositors that, in case of
trouble, their savings will not vanish (at least not com-
pletely).

Several institutions limit the ability to secure prop-
erty rights in Latin America. In most countries, laws
are not designed to protect creditor rights. However,
even if they were, given the low levels of rule of law
and judiciary efficiency in the region, securing property
rights would still remain costly and inefficient. In fact,
the rights of creditors to the assets pledged as collateral

or the cost of taking over collateral has a major role in
explaining the depth of financial markets, the alloca-
tion of credit among groups of investors, and the way
the allocation and amount of credit react to economic
shocks, as this chapter will discuss.

In addition, inability to create collateral in a broad-
er sense is also a major impediment to the development
of credit markets in Latin America. In most develop-
ing countries, and in Latin America in particular, the
types of assets that can be used as collateral are limited
and mostly reduced to immovable assets, such as real
estate. Using movable assets is much more difficult, in
part because rules and regulations do not accommodate
adequate definitions of collateral that span these assets.
Underdevelopment of immovable property registries
further diminishes the possibility of using real estate as
collateral in many countries (see De Soto 2000, espe-
cially on the poor). All these factors are of great rel-
evance and deserve proper attention. However, due to
lack of international data that allow formal comparisons
and empirical studies, this chapter focuses on the pro-
tection of creditor rights, which is used as a proxy for
the whole contracting environment.

CREDITOR RIGHTS IN LATIN AMERICA:
AN OVERVIEW

La Porta and others (1997, 1998) give new impetus to
the empirical discussion on the importance of regula-
tions regarding the rights of creditors to borrowers’ as-
sets by providing valuable data on the state of creditor
rights regulations around the world. The studies collect
information on various regulations regarding creditor
rights protections. Using this information, the authors
construct an index that summarizes regulations deter-
mining creditors’ rights to control collateral in case
firms file for reorganization or bankruptcy. The index
considers whether regulations do the following: (i) im-
pose an automatic stay on assets in case of reorganiza-
tion; (ii) give secured creditors the right to be paid first
in case of bankruptcy; (iii) require firms to consult with
creditors before filing for reorganization; and (iv) man-
date removal of a firm’s management during reorgani-
zation. A positive response to each of the four elements
of the index is interpreted as creditor rights protection.
It should be noted that this measure goes beyond col-
lateral repossession by focusing on total asset liquida-
tion in case of bankruptcy.

Table 12.1 summarizes the La Porta and others
creditor rights measure for Latin American countries
as well as the average level for countries in the OECD



and other emerging economies. A first glance at this
data immediately suggests that in Latin America credi-
tors are less protected than elsewhere. Although the
measure illustrates the degree to which regulations
protect creditors, it only reflects what the law says,
which is not necessarily what happens in practice.
Thus, it is relevant to account for variations in law
enforcement from country to country. Taking into ac-
count that law enforcement is weak in Latin America,
it is likely that creditors may enjoy even less de facto
protection. In order to incorporate such weakness in
law enforcement into the measure of creditor protec-
tion, a new index labeled effective creditor rights mul-
tiplies the creditor rights index by a measure of the rule
of law. The last column in Table 12.1 reports values of
the effective creditor rights index, with higher values
implying greater effective protection. Once rule of law
is factored in, the conditions for Latin America and the
Caribbean look even worse, as creditor rights in the re-
gion are not only weak, but also barely enforced. Based
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on this methodology, it is only fair to say that creditor
protection in Latin America and the Caribbean is ex-
tremely weak.

In addition, Latin American and Caribbean coun-
tries fare poorly in several other indicators commonly
used as proxies for the institutional environment that
determines the ability to contract, such as duration of
bankruptcy procedures, duration of clearing a bounced
check, efficiency of the judicial system, and protection
of property rights. Figure 12.1 summarizes these mea-
sures and stresses the weakness of institutions in Latin
America and the Caribbean.

In many of the region’s countries, the possibil-
ity of using collateral fails in several other dimensions.
Property registries tend to be weak and poorly man-
aged, which makes it difficult for creditors to establish
the priority and seniority of their claims on an asset that
has been or will be pledged as collateral.! In addition, in
some countries property fraud is a significant problem
(see De Soto 2000 on the Peruvian case). This further
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FIGURE 12.1 The Institutional Environment

Source: For the duration of bankruptcy procedures and procedure to clear a bounced check, World Bank (2003); for efficiency of the judicial system and

property rights protection, World Economic Forum (2003).

limits the usefulness of property as collateral and conse-
quently places serious constraints on access to credit.

DEEPENING CREDIT MARKETS

A growing strand of the literature emphasizes the im-
portance of the legal framework in explaining financial
development and the depth of credit markets (La Porta
and others 1997, 1998, 2000; Beck and Levine 2003).
This is not surprising because legal institutions are the
most obvious “rules of the game” affecting the interac-
don of individuals in financial contracts. The underly-
ing framework follows naturally from the development
of corporate finance theory. Indeed, in Modigliani and

Miller’s (1958) contribution, debt and equity give credi-
tors and shareholders a right to a project’s cash flow that
is taken for granted. Jensen and Meckling (1976) recog-
nize that insiders may use these resources for their own
benefit. Thus, debt and equity should be understood as

! In Urnguay, for example, assets are classified by date of pledge.
Hence, in order to verify whether an asset was previously used
as collateral, it is necessary to know when it was pledged, which
undermines the use of the registry. Similarly, in Bolivia assets are
classified chronologically, and the whole file has to be searched
in order to determine whether a particular asset has ever been
pledged. Permission is required to search the registries, which
makes the process more complex and prone to corrupt practices.
In modern registries, searches can be done by name of borrower,
date of pledge, name of lender, serial number, and other criteria.



contracts that give outside investors claims to the cash
flows. Laws and their enforcement are therefore criti-
cal in determining the rights of security holders and the
functioning of financial systems. In other words, both
laws and their enforcement are thought to be connect-
ed with the extent to which insiders (such as managers
and controlling shareholders) can expropriate outside
investors (such as creditors and shareholders) who take
the risk of financing firms. From this perspective, better
protection of creditor rights increases the breadth and
depth of credit markets by making expropriation more
difficult.?

The view in favor of creditor-oriented regulations
is complemented by the literature on the role of collat-
eral in financial contracts (for a summary, see Galindo
2001). A critcal aspect of creditor rights has to do with
the right to repossess collateral. Collateral can solve a
variety of problems in financial contracts when there is
uncertainty about the project’s return or when there is
asymmetric informatdon between banks and entrepre-
neurs (Coco 2000). For example, if the value of collat-
eral is less uncertain than the expected return of a proj-
ect, pledging collateral reduces asymmetric valuation
problems and the cost of credit. Pledging collateral may
also reduce rationing by providing information about
borrowers and about the project, as entrepreneurs with
risky projects will choose not to pledge collateral. Like-
wise, moral hazard problems might be reduced because
collateral requirements add a potendal cost to “lazy”
borrowers and to those who engage in investments that
are too risky for the agreed interest rate.

Theoretical findings regarding the role played by
collateral in mitigating these problems are based on the
presumption that the creditor can repossess the col-
lateral in case of default. That is, it is presumed that
a third party stands ready to protect and enforce the
creditor’s security interest in the collateral stipulated in
the debt contract. The right to repossess collateral as
well as efficiency in doing so act as a threat that helps
to ensure that borrowers will not engage in inadequate
behaviors, and this threat can serve to align the borrow-
er’s incentives with the clauses of the contract. If lend-
ers feel that regulations do not protect them and that
their chances of taking control of the assets pledged as
collateral are uncertain, they are likely to prefer not to
extend credit because the risk of bankruptcy will reduce
their expected earnings. Under these circumstances,
credit ratdoning will occur. Therefore, countries with a
higher degree of creditor protection can be expected to
enjoy deeper debt markets by taking advantage of the
use of collateral to mitigate problems derived from un-
certainty and information asymmetries. Consequently,
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advocates of creditor rights-oriented regulations claim
that if the right to repossess collateral in case of debtor
default is not protected, the use of collateral will lose
its important role in solving problems that can lead to
credit rationing and underinvestment.

The theoretical literature regarding the role of
creditor rights for financial development is not one-
sided. Padilla and Requejo (2000) review countervail-
ing arguments. First, the alternative or critical view
suggests that strict protection of creditors might be ef-
ficient ex ante, but inefficient ex post. The argument is
that once the uncertainty embedded in an investment
project is realized and the borrower defaults, there are
two possibilities: selling the assets of the project to re-
pay creditors, or reaching an agreement and continuing
the project. If the right to repossess collateral is strictly
protected, it might be impossible for the borrower to
continue with the project without the creditor’s con-
sent. As long as the liquidation value of the assets ex-
ceeded the value of the project, the strict protection of
creditor rights would be efficient. Yet, if it were efficient
to continue the investment project, credit-oriented reg-
ulations might lead to underinvestment.

Padilla and Requejo (2000) emphasize that the ex
ante efficiency of creditor rights can also be disputed.
One argument is that strengthening creditor rights may
reduce risk-taking incentives, repressing entrepreneur-
ial activity and credit demand. Another argument is that
creditors’ incentives to screen projects and discourage
investment by overconfident entrepreneurs are reduced
when creditors are protected against default. Thus, too
many unworthy projects may be funded under strict
protection of creditor rights, leading to a larger pro-
portion of defaulted loans and insolvent businesses in
equilibrium.

It is important to stress that the alternative view
does not question the need for efficient enforcement of
laws and regulations. This aspect is thought to be criti-
cal in solving all sorts of opportunistic behaviors that
emerge in financial contracts. The disagreement is over
the importance of creditor-oriented laws. For example,
a Coasian approach implies that the content of the laws
is irrelevant; it suffices to enforce private contracts be-
cause the parties involved will design them in a way that
ameliorates opportunistic behavior. Yet, to the extent
that enforcing private contracts is difficult, writing spe-
cific laws that provide a framework for financial con-

% See La Porta and others (2000). In this vein, Himmelberg, Hub-
bard, and Love (2000) develop a theoretical model in which high-
er effective investor protection reduces the cost of capital, im-
proves its allocation, and increases investment and growth.
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FIGURE 12.2 Credit/GDP vs. Effective Creditor Rights

Note: Variables are adjusted for the log of GDPF, average inflation rates
during the 1990s, and average real GDP growth rates during the 1990s.
Source: IDB calculations.

tracts (albeit in a more rigid setting) may improve the
functioning of the financial market.

As usual in economics, the issue of the impor-
tance of regulations regarding the rights of creditors
and their enforcement is ultimately an empirical mat-
ter. Several research papers have linked creditor rights
protection to financial depth in an empirical manner
(see for example La Porta and others 1997, 1998; Pa-
dilla and Requejo 2000; and Galindo and Micco 2001).
The creditor rights measure developed by La Porta and
others has been used in several studies that address a
number of important questions. Researchers have ex-
amined the impact of creditor rights regulations on the
size of credit markets and explored the determinants of
creditor rights, reaching the conclusion that legal sys-
tems based on the civil law tradition, as is the case in
Latin American countries, tend to grant less protection
to creditors and more to debtors than do systems based
on the common law tradition. Several research papers
on this topic have emerged with similar findings.3

Figure 12.2 summarizes the resultsin the literature
on creditor protection and financial development and
shows a strong association between the effective protec-
tion of creditor rights and the size of financial markets.
The main result in the figure is that better legal protec-
tion enhances the ability of creditors to operate in risky
environments and increases the depth of credit markets.
There are several reasons for this. From the perspective
of the discussion above, credit markets are deeper due
to the fact that protections increase the implicit value
of collateral or alternatively reduce liquidation costs in
case of borrower default. For example, lower protec-

tion reduces the possibility of seizing collateral at low
cost and hence reduces the expected return to creditors
in case of default. The increase in credit risk shrinks
credit markets. In summary, after controlling for rel-
evant features such as inflation, past economic growth,
and the size of the economy, most empirical studies find
a strong correlation between creditor protection and fi-
nancial sector development.*

In addition to formal institutions, informal institu-
tions have proven to be necessary for financial develop-
ment. Box 12.1 discusses this issue.

CREDITOR PROTECTION AND ACCESS
TO CREDIT

Information asymmetries tend to increase financial re-
strictions for smaller borrowers that usually have fewer
assets to pledge as collateral. There is extensive empiri-
cal evidence suggesting that the size of the borrower
matters for financial constraints. The main intuition
behind this result is that, as opposed to large firms,
smaller borrowers are not able to internalize many of
the capital allocation functions carried out by financial
markets. Hence, financial development may have a dis-
proportionate impact on smaller firms.

This section reviews evidence on the degree of
creditor rights protection and access to credit for small
and medium-size enterprises. Results are drawn from
Galindo and Micco (2004b), who use a survey of firms
around the world to explore the role of creditor pro-
tection in small and medium-size enterprises’ access to
credit.’ In particular, the authors test whether the share
of firm investment financed with bank credit depends
on legal protections and firm size.

3 La Porta and others (1997, 1998), Padilla and Requejo (2000),
and Galindo and Micco (2001) show that creditor protection can
affect the size of financial markets, the level of interest rates, and
the level of nonperforming loans.

* Galindo and Micco (2004) show that this result holds using vir-
tually any other measure that proxies the ability to contract.

5 The World Bank’s World Business Environment Survey is a
cross-country, firm-level survey conducted in 54 developed and
developing countries in 2000. The survey includes informaton
on firm characteristics as well as entrepreneurs’ perceptions of
several issues, including access to financial markets. Previous uses
of this database to test credit restrictions on small and medium-
size firms include Clarke and others (forthcoming), who analyze
whether deeper foreign bank penetradon affects access to cred-
it of smaller firms, and Love and Mylenko (2003), who analyze
whether credit information registries affect financing constraints
for these types of firms. Galindo and Micco (2004b) follow an ap-
proach similar to these two studies.
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FIGURE 12.3 Gap in Bank Financing of Small
and Medium-Size Enterprises
and Effective Creditor Rights

Note: Values are differences in share of bank financing compared with
large enterprises.
Source: Galindo and Micco (2004b)}.

Figures 12.3 and 12.4 summarize the results. Fig-
ure 12.3 shows the estimated difference in bank credit
finance between small and medium-size firms with re-
spect to large firms in countries with different levels of
creditor protection.” The figure shows the difference
in the share of bank financing between small and large
firms for different values of the effective creditor rights
index and the difference between the share of financ-
ing between medium-size and large firms, also for dif-
ferent values of the effective creditor rights index. In
countries with low values for the creditor protection in-
dex, small firms have much less credit than large ones.
The difference falls as the creditor protection measure
rises. While the difference in bank financing between
medium and large firms is not as large, it also decreases
as the index increases. Figure 12.4 shows results similar
to those in Figure 12.3, but for a variable measuring
the efficiency of the judiciary instead of the effective
creditor rights index to proxy for the contracting envi-
ronment. For an intuitive view of the magnitude of this
result, consider a country in the 20th percentile of ef-
fective creditor protection where the difference in bank
credit financing between small and large firms is nearly
30 percentage points and the difference between medi-
um-size and large firms is close to 10 percentage points.
As effective creditor rights increase, the gap is closed.
In fact, according to these estimates, the difference in
bank credit between small and large firms in countries
with high creditor protection (75th percentile) is only

FIGURE 12.4 Gap in Bank Financing of Small
and Medium-Size Enterprises
and Efficiency of the Judiciary

Note: Values are differences in share of bank financing compared with
large enterprises.
Source: Galindo and Micco (2004b).

18 percentage points, and the difference between me-
dium and large firms is only 4 percentage points.

Compared with large firms, small and medium-
size firms finance significantly less investment with bank
credit. In fact, the share of bank credit in smaller firms
is on average lower than that of medium-size firms.
Note that this is perfectly normal due to the increased
risks and administrative costs involved in lending to
small firms. What is important to stress is that the fi-
nancing gap seems to be reduced as creditor protection
increases, given that risk is partially reduced. Even in
countries with high creditor protection and deep finan-
cial markets, the gap will remain. However, the degree
to which smaller firms are constrained depends on the
quality of the regulatory framework, suggesting that in
countries where creditor rights are protected (and en-
forced), smaller firms have greater access to bank credit
to finance investment.

¢ The survey classifies firms into three groups. Firms with fewer
than 50 employees are labeled small, firms with more than 50 but
fewer than 500 are medium, and firms with more than 5,000 are
considered large.

7 'The results come from Tobit estimations. Given that the depen-
dent variable in these regressions is naturally truncated between
0 and 1 (the share of investment financed with bank credit), the
empirical model is estimated using a standard two-limit Tobit
model. The empirical model is estimated using clustered stan-
dard errors, controling for firm-specific characteristics, as well as
for country fixed effects.



It is important to emphasize that strict protection
of property rights not only increases the availability of
external finance for all types of firms, but also increases
the efficiency of its allocation. For instance, firms op-
erating in a market with poorly defined or poorly en-
forced creditor rights tend to invest more in fixed assets
relative to intangible assets, given that securing returns
from tangible assets is relatively easier when property
rights are weak (see Claessens and Laeven 2003a).

The evidence in this section suggests that creditor
protection tends to reduce the financing constraints of
small and medium-size creditors, despite the fact that
even in highly financially developed countries a gap will
exist. The ability to pledge collateral may be substan-
tially more important for firms lacking access to inter-
nal capital markets or other forms of formal financial
markets. Consequently, a reform aimed at increasing
creditor protection not only may increase the size of
financial markets and promote economic growth, but
may also have a significant effect on credit allocation
and income distribution.

CREDITOR PROTECTION AND FINANCIAL
STABILITY

In addition to promoting the depth of credit markets in
general and reducing constraints on small and medium-
size debtors in particular, credit protection can reduce
the effects of adverse shocks on the credit cycle. If cred-
itor rights are protected, when the economy faces an
adverse shock that increases credit risk, the extent of
credit contracton will depend on the reguladons re-
garding collateral repossession. Creditors’ inability to
recover the collateral pledged in case borrowers default
will likely exacerbate the increase in credit risk experi-
enced during a recession. In such a case, the credit mar-
ket would overreact to the exogenous shock, and credit
would contract.

Figure 12.5 summarizes empirical evidence on
how weaker creditor protection increases credit mar-
ket volatility. The figure plots the response of credit to
an external shock in an average country, a country with
lower than average creditor protection, and a country
with higher than average creditor protection. Clearly,
after a negative shock of the same size, credit contracts
much more in the country with low creditor protection
than in the country with high creditor protection.?

Galindo, Micco, and Suérez (2004) analyze the re-
latonship between credit fluctuations and shocks in a
formal econometric study and find that an increase in
almost any of the legal protection proxies would reduce
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FIGURE 12,5 Response of Real Credit
to an External Shock

Note: The figure plots an impulse response funcion of a near-VAR model
including credit, GDP, and an external shock.
Source: Galindo, Micco, and Sudarez (2004).

the amplitude of the real credit cycle. In addition, they
find that countries with legal systems of French origin
tend to experience greater voladlity than common law
countries. The results presented by the authors imply
that credit is more stable in countries with high legal
protection for creditors. On the one hand, when credit
markets are hit by negative shocks, creditors in coun-
tries with low legal protection experience high losses
because they are not able to seize and sell the collateral
pledged. Such a loss translates into a strong contrac-
don of credit. On the other hand, in the face of positdve
shocks, credit increases more in those countries than
elsewhere because the shock provides an opportunity
to compensate for losses during downturns. Countries
with high legal protection have more stable credit be-
cause creditors face lower liquidation costs and hence
experience lower losses than in countries where protec-
tions are not in place.

The main intuidon driving these results is that
weak creditor protection reduces the cash flow from
a portfolio of loans and can exacerbate the increase in
credit risk that occurs during recessions. When there is
an adverse shock—such as a reduction in the terms of
trade or a reversal of international capital flows—and
creditors are not protected, they disproportionately de-

§ The measure of creditor protection used in this exercise is the
effective creditor rights measure. Countries with high or low
creditor protection are those above or below the median of the
effective creditor rights measure, respectively.
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crease lending because the shock reduces the chances
of recovering loans and the collateral that guarantees

them.

WHAT TO DO ABOUT BAD
INSTITUTIONS?

Many empirical studies support the idea that main-
taining and enforcing clear legal rules protecting credi-
tors will have a positive effect on financial markets. The
more fundamental question is: Why do some countries
have good laws and institutions while others do not?
The law and finance literature emphasizes that differ-
ences are associated with legal origin (see Fergusson
2004).

The basic building block of this hypothesis is that
a country’s laws are largely transplanted (through con-
quest, imperialism, or imitation) from one of a few legal
families or traditions (see La Porta and others 1998).

The broad traditions are English common law and Ro-
man civil law, the latter of which includes three major
families: French, German, and Scandinavian, Civil law
developed in Europe as part of the restrained control by
the sovereigns over their subjects, while common law
was developed in Britain as a mechanism for protect-
ing the subjects against the crown (for a discussion of
the development of legal codes, see Box 12.2). Civil law
relies heavily on legal scholars to formulate its rules and
on statutes and comprehensive codes, whereas common
law is formed by judges who resolve specific disputes
based on precedents rather than on contributions by
scholars. From this perspective, it is argued that com-
mon law gives higher priority to private property vis-
a-vis the state and is better able to adapt to changing
conditions than is civil law. Beck and Levine (2003)
call these characteristics the political and adaptability
mechanisms, respectively. Under the presumption that
these two characteristics lead to financial development,
legal origin influences finance. The origin of legal insti-



tutions that are more or less favorable for financial de-
velopment should be traced back to the historical pro-
cess leading to the adoption of particular legal systems.

Does this mean that civil law countries are
doomed? Not necessarily. Even civil law regimes can
adapt. Beck, Demrigiic-Kunt, and Levine (2002) exam-
ine the mechanism through which legal origin affects
finance and find that the primary channel is the adapt-
ability channel. They conclude that “legal systems that
adapt efficiently to minimize the gap between the fi-
nancial needs of the economy and the legal system’s ca-
pabilities will foster financial development more effec-
tively than more rigid systems” (p. 31). In addition, they
point out that, despite the fact that adjustiment is easier
in common law countries, there is no strong evidence
that countries with legal systems based on civil law can-
not adapt their regulations and institutions.’

POLICY IMPLICATIONS

Despite the importance of reforms to the secured trans-
action framework, little has been done in Latin America
in this area. It is common knowledge that many Lat-
in American countries have gone through intense re-
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form processes during the past 15 years, and many of
these reforms have been aimed at increasing the size
and stability of credit markets. Financial markets have
been liberalized, and there have been radical changes
in prudential regulation and supervision. However, due
to the lack of reform of underlying institutions, such as
the ones discussed in this chapter, many of the reforms
directed toward liberalizing financial markets have had
little impact.’® Financial liberalization, in partcular
that of domestic financial markets (liberalizing interest
rate caps and eliminating directed credit), has a posi-
tive impact only in countries with strong creditor rights
protection and enforcement. Creditor rights protec-
tion allows lenders to take advantage of liberalization
by granting them the instruments to deal properly with
credit risk. However, because of the lack of reform of
underlying institutions, the region’s financial markets
remain comparatively small and volatile, particularly
with respect to other emerging market economies.

? See Fergusson (2004) for a survey on theories of institutional
development.

10 See Galindo, Micco, and Ordonez (2002b) for a discussion on
how the lack of institutional development has hindered the ef-
fects of financial liberalization in Latin America.
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Several reasons exist for the inadequacy of reform
in this area. First, there is not one specific area to re-
form in order to achieve an adequate framework for
protecting creditors. Not only do rules and regulations
in different legal codes regarding seizing collateral need
to be reformed, with all the complexity that this usu-
ally involves in civil law countries, but also, and prob-
ably more important, the judicial system needs to be
made more agile. With these goals in mind, several ana-
lysts have formulated principles for an adequate frame-
work for secured transactions on movable assets, and
the European Bank for Reconstruction and Develop-
ment has drafted some basic principles to define a well-
functioning regulatory framework for secured transac-
tions (Box 12.3). Such principles clearly note the need
to establish out-of-court remedies that ensure prompt,
effective, and relatively inexpensive enforcement of
creditor rights. However, the civil law tradition limits
this alternative, making it difficult (but not impossible)
for lawmakers to achieve a satisfactory reform. Despite
these difficulties, East European countries such as Ro-
mania and Estonia have been able to implement many
of these principles.

Second, in deciding whether to execute these

types of reforms, policymakers face a nontrivial politi-
cal economy problem (see Fergusson 2004). Despite
the fact that a certain degree of awareness of the im-
portance of this topic exists, there is also a great degree
of misunderstanding. In general, the public might view
these sorts of policies as a way to redistribute wealth
in favor of the already maligned financial sector, which
could lead to a loss of popularity of such reforms. In
addition, political interests might block the creation of
new rules and regulations that could help promote fi-
nancial development. Rajan and Zingales (2003a), for
example, argue that a more efficient financial system
would likely hurt incumbent firms and financial inst-
tutions by facilitating entry and lowering profits. Thus
incumbents, who tend to have a strong political lobby,
may not support policies and institutional reform lead-
ing to financial development, despite their positve ef-
fect on development. The main challenge in promoting
reform in this area is to align views and generate politi-
cal consensus toward the need to carry out these types
of financial reforms, which not only protect depositors
and increase the size of credit markets, but also have
important redistributive effects by allowing smaller en-
trepreneurs to exploit business opportunities.



THIRTEEN

Information Sharing
in Financial Markets

ACK of information about creditors is a ma-

jor impediment to the extension of credit. The

forward-looking nature of credit contracts,
which involve a promise to pay over time, makes the
identity and intentions of the buyer a critical factor in
the likelihood of repayment, and thereby profitability,
of the loan. Information on potential borrowers and
their investment projects is typically only partially dis-
closed to lenders. This can lead to several problems for
lenders, the most notable being moral hazard. That is,
once a loan is made, the possibility arises that the bor-
rower may try to avoid repaying the loan or take ac-
tions that increase the risk of the investment project.
Not knowing in advance what type of borrower is ask-
ing for credit (one that usually repays debts or one that
does not) may lead to credit rationing.! One way of re-
ducing this problem is through institutions that provide
informatdon about potentdal clients.

Information sharing among banks about their bor-
rowers is crucial to financial markets. In short, the ar-
gument follows these lines: If a borrower does not re-
pay his bank and other banks do not know about it, the
faulty client can go to any other bank and ask for a loan,
and his cost of defaulting on his loan obligations is rela-
tively low. If other banks know about his behavior, how-
ever, then it will be more difficult to access credit once
he has defaulted. Information sharing among lenders
makes a borrower’s default costs higher. Pagano and
Jappelli (1993) provide the first rigorous treatment of
information sharing mechanisms such as credit regis-
tries. They discuss how information sharing can affect
the problem of adverse selection and find that the struc-
ture of the credit market drives the impact of informa-
tion sharing on lending. In a competitive market, infor-
mational rents fall and lending increases, whereas such
benefits do not necessarily accrue when competition is
lacking. Padilla and Pagano (1997) show that informa-
tion sharing can also reduce moral hazard by imposing
discipline on credit users.

Although an extensive theoretical literature dis-
cusses the role of information in credit markets, much

less attention has been given to the institutional re-
sponses that actual lenders have developed to minimize
the impact of asymmetric information. One such in-
stitutional response is credit registries, also commonly
known as credit bureaus, which collect, distribute, and
often analyze information on borrower behavior from a
variety of sources, including numerous lenders.

Credit registries date back to at least the 19th cen-
tury. In Latin America and the Caribbean, some of the
oldest credit registries were formed by chambers of
commerce to record information on customers who did
not pay accounts held with merchants. More recently,
banks have organized in many countries in the region to
share information on delinquent customers. In addition,
most central banks or bank superintendencies in Latin
America and the Caribbean require supervised financial
institudons to provide information on borrowers to a
public credit registry, which then makes available a sub-
set of the information to the financial system.

Credit registries have gained in importance in
the past 20 years, in both developed and developing
countries, due to changes in banking systems and ad-
vances in technology. In many countries, the financial
system has recently gone through a period of consoli-
datdon. Community-based institutions with a limited
geographic focus have been acquired or closed in fa-

! In this regard there are two types of asymmetries—one related
to what a bank knows about its clients and the other related to
what a bank knows about clients of other banks. With respect to
the first type of asymmetry, an extensive theoretical literature has
uncovered the central role it plays in credit markets. Examples are
Jaffee and Russell (1976) and Stiglitz and Weiss (1981). Because of
asymmetric information between borrowers and lenders, the price
of a loan—the interest rate—can hardly be an appropriate way of
balancing the supply and demand of financial resources. Stiglitz
and Weiss suggest that the structure of the credit market will deter-
mine the extent to which either lenders or borrowers benefit from
greater transparency of information. However, their analysis is in
the context of a one-shot adverse selection model. For the purpose
of this chapter, the relevant framework is that of a willingness-to-
pay model in a repeated game context that addresses the second
type of asymmetry.
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vor of large national and even international financial
conglomerates. There is evidence that the process of
mergers and acquisitions in a financial system results in
a loss of institution-specific knowledge on borrowers.
In addition, larger institutions often want to centralize
the credit decision process. These factors may increase
the reliance on and importance of the standardized and
easily transmitted information contained in credit reg-
istries. In parallel with the shift toward larger banking
institutions, there has been rapid growth in computing
capacity, which enables lenders to quickly and cheaply
access and analyze data on massive numbers of borrow-
ers. Credit-scoring technologies, which provide a nu-
merical ranking of borrower credit quality, have become
a central part of the credit decision used in a growing
number of credit markets. From their early use in the
credit card market, credit-scoring tools are now also a
fundamental part of the mortgage market and the small
business loan market.?

The small business loan market is perhaps the seg-
ment of the credit market where asymmetric informa-
don is most pronounced. Independent analysis of most
small businesses (through ratings firms or stock prices)
is usually not available. Small businesses are also very
diverse, so it is difficult to identify clear predictors of
success. Further complicating matters is the fact that
many small business owners mingle their personal fi-
nances with those of their company. In Latin America
and the Caribbean, these problems are even greater due
to economic volatility, poor accounting standards, and
widespread tax evasion.

The traditional response of banks—the main
source of untied credit for small firms—has been to put
significant resources into studying business plans and
cash flows and requiring collateral to back loans.? This
approach is time consuming and results in high fixed
costs, making many small business loans too costly to
undertake.

Credit registries that collect standardized histor-
ical data on borrowers can create a new kind of col-
lateral—reputation collateral—that can help in reduc-
ing problems of adverse selection and moral hazard.
Credit-scoring technologies that make use of such data
greatly reduce per loan costs, thereby opening up new
lending opportunities. Data on small businesses and on
their owners have proven to be relevant in determining
the risk and profitability of small business loans.*

WHAT DO CREDIT REGISTRIES DO?

The uses of credit registries varies across countries and
to a great extent depends on their ownership structure.
While in many countries credit registries are privately
owned (private credit registries are usually known as
credit bureaus), in several others they are owned by a
public instituton such as the central bank or the bank
superintendency. The uses and functions of both public
and private registries depend on several aspects. When
both types of registries exist, their role is not necessarily
the same. In such cases public credit registries might just
collect basic informatdon on borrowers, and private ones
might focus on more detailed information that comple-
ments that of the public credit registry. If no private
credit registry is available, it is likely that the public reg-
istry has to serve all the information sharing services.

Most Latin American and Caribbean countries
have both types of credit registries. Only in Colombia
and Panama is there no public credit registry; all coun-
tries except Ecuador, Honduras, Nicaragua, and Ven-
ezuela have a private credit bureau. This chapter dis-
cusses the differences in the coverage, amount of data
compiled, and distribution methods of both types of
institutions. In general, private credit bureaus compile
more information, from more sources, and distribute
it to more institutions than public credit registries do.
This does not necessarily mean that private credit bu-
reaus are better than public ones; it might just mean
that they play different roles.

Public credit registries might also be used for pru-

2 The downside of bank consolidation with respect to credit bu-
reaus is that the incentives to share information can decrease as
bank size increases. It is surely more in the interest of small banks
to share information than it is for large banks.

3 Trade or supplier credit is perhaps the most common type of
credit for small firms, but it is tied to specific purchases or trans-
actions and usually very short term (30-90 days). The prevalence
of trade credit in the small business market is likely due, at least
in part, to the information advantages enjoyed by firms that share
business relationships.

* The most common U.S. small business credit-scoring product,
which is sold by the Fair Isaac Corporation, makes use of informa-
tion on both small businesses and their owners in creating the firm
score, This credit-scoring product is used extensively in the small
business market and has reduced loan processing times from hours
or days to minutes. Nonetheless, it is the consumer side of credit
registries rather than the small and medium enterprise side that
has developed most throughout the world. In part the incentives
for sharing small and medium enterprise data might be different
from those for sharing consumer data. Banks spend resources find-
ing and building relatdonships with small and medium enterpris-
es. It is likely that, given the cost of building those relationships,
banks might not want to share information on these clients (at least
inmediately).



dendal supervision purposes. As discussed in Falken-
heim and Powell (2003), credit registries can play an
important role in assessing whether capital and provi-
sioning regulations match up to actual lending risks.
Further discussion on these issues is presented in Chap-
ter 16. The rest of this chapter concentrates on the uses
of credit registries to diminish information asymmetries
and expand credit market access.

Empirical evidence on this particular role of credit
registries is scarce. However, a few recent studies have
shown that the availability of information is crucial for
sound lending decisions. Greater availability of infor-
mation stimulates financial development, reduces de-
fault rates, and increases access to credit (Barron and
Staten 2003). Accurate credit information has substan-
tially greater predictive power for the performance of
firms than the data contained in financial statements
(Kallberg and Udell 2003).

Credit registries play a substantial role in the de-
velopment of credit markets. A simple regression ex-
periment reported in Appendix 13.1 reveals the impor-
tance of this relationship when controlling for other
factors that affect financial development, such as the
rule of law, creditor rights, inflation, the log of gross
national product, and previous economic growth rates.’
Regression results suggest that, on average, countries
with credit registries have nearly 9 percentage points
greater financial development compared with countries
without them.®

Itisinteresting to note that the relationship between
the existence of credit registries and the development of
credit markets varies depending on the level of financial
development of the country. Countries below the medi-
an of financial developmentappear to benefit more from
the advantages of having credit registries than do more
developed ones. According to the estimates reported
in Table 13.1, based on the empirical results in Appen-
dix 13.1, having a credit registry corresponds to nearly
10 percentage points greater financial development in
countries below the median level of financial develop-
ment. The contribution of having a credit registry to the
level of development of the credit market diminishes as
financial development increases. This is consistent with
the presumption that countries with lower financial de-
velopment suffer more from problems derived from in-
formation asymmetries than do more developed ones.
Moral hazard, for example, may be more pronounced
in such countries. Therefore, mechanisms to partially
alleviate such problems at a low stage of financial devel-
opment may make a notable contribution.

Credit registries also contribute to the develop-
ment of financial markets by diminishing some vulner-
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abilities. The proper use of credit registries can reduce
the nonperforming loan ratio of a banking institution by
allowing creditors to sort good and bad debtors before
granting credit. Jappelli and Pagano (2001) find that
the performance of credit registries—proxied by the
number of years they have operated and the type of in-
formation they share (positive, negative, or both)—has
a significant negative effect on nonperforming loans.
Box 13.1 reports additional evidence on the impact of
the use of credit registries on nonperforming loans spe-
cific to Latin American countries.

Better-informed lenders are able to provide bet-
ter financial services to borrowers. In countries where
credit bureaus are more developed, firms face less se-
vere financial constraints. These results apply for large
firms as well as for small and medium-size enterprises.
In countries where credit registries are developed, large
firms listed on the stock market face lower financial con-
straints and are allowed to invest more than in countries
where credit registries are less developed.” In addition,

5 Even excluding the United States, the results are the same.

6 Jappelli and Pagano (2003) provide similar results by showing
that the performance of credit registries, proxied by the number
of years they have operated and the type of information that they
share (positive, negative, or both), has a significant positive impact
on the amount of consumer credit (relative to gross national prod-
uct) granted by the financial sector and the total amount of credit
as well.

7 Galindo and Miller (2001) focus on a structural empirical ques-
ton related directly to the microeconomics of credit markets.
They use firm-level data for more than 20 countries to explore
whether the performance of credit registries has an impact on the
financial constraints faced by listed firms. The authors find that
information sharing institutions reduce the degree to which firms
are credit constrained.
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http://econ.worldbank.org/programs/credit_reporting/topic/2247/
http://econ.worldbank.org/programs/credit_reporting/topic/2247/

small and medium-size enterprises tend to suffer less
from financial constraints in countries that have devel-
oped private credit bureaus. Small firms in countries
with greater development of credit information systems
tend to finance more of their activity with bank credit,
as opposed to small firms in countries with lower devel-
opment of credit registries, where access to credit is a
much larger problem.? Interestingly, evidence suggests
that private (not public) credit registries are the crucial
component in reducing the credit constraints of small
and medium-size enterprises.

Given the empirical results available, it is only fair
to say that the development of credit reporting sys-
tems—in particular private ones—is relevant for finan-
cial development, stability, and access to credit. How-
ever, information sharing can be difficult, especially in
medium-size markets, where banks may be unwilling to
disclose information on clients, even if this would re-
duce their risk; the banks may prefer to maintain their
information rents.”

CREDIT REPORTING IN LATIN AMERICA
AND THE CARIBBEAN

A recent credit registry survey conducted by the World
Bank is useful for describing the state of the art in credit
registries in Latin America and the Caribbean.!® The
data allow comparisons across countries with respect to
several crucial elements of credit registries, in particu-
lar the amount of information available in the registries,
the type of information reported, the way it is reported,
who can access it, and the procedures used to verify the
integrity and accuracy of the data. On the basis of this
information, this chapter develops a guality index for
public credit registries and private credit bureaus.
Most Latin American and Caribbean countries
have either a public or a private credit registry, and
most have both. In terms of the quality of these institu-
tions, countries in the region fare well compared with
other regions.!! Table 13.2 summarizes relevant fea-
tures of private credit bureaus and public credit reg-
istries in Latin American and Caribbean countries and
provides an index that proxies the amount and quality
of information available in the credit registry. As seen
in the table, private credit bureaus in Latin American
and Caribbean countries score higher in the quality
index than other emerging economies and even better
than other (besides the United States) countries in the
Organisation for Economic Co-Operation and Devel-
opment (OECD). There is not much variance in the
quality index of private credit bureaus throughout the
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region; most countries are near the average, and only
Argentina and Costa Rica appear particularly high and
low, respectively.

The quality of public credit registries in Latin
America and the Caribbean is not significantly different
from that in the rest of the world. However, the scores
tend to be lower than those of private credit bureaus.
This may be due to the fact that private credit bureaus
tend to complement public credit registries in countries
where both types of institutions coexist. Note that in
three of the four countries in Table 13.2 that have no
private credit bureau but do have a public credit regis-
try, the score of the public credit registry is significantly
higher than the regional average of public credit regis-
tries and close to the regional average of private credit
bureaus. In a sense this indicates that public credit reg-
istries are assuming the role of private credit bureaus in
some way in Ecuador, Honduras, and Venezuela.

The fact that the quality index suggests that credit
bureaus in the region are healthy has been noted previ-
ously.!? A combination of factors explains the health of
the index: (i) the absence of laws prohibiting or greatly
restricting sharing of credit information within the fi-
nancial sector; (ii) foreign direct investment in credit
registries in the major Latin American markets (Argen-
tina, Brazil, Chile, and Mexico) and many smaller coun-
tries; (iii) a history of using credit registries in the retail
sector, often organized by chambers of commerce; and
(iv) changes in banking systems that encourage infor-
mation sharing (consolidation of the sector, a return of
long-term lending due to macroeconomic stability, and

increased foreign presence requiring modernized lend--

ing practices).

8 See the discussion in Chapter 14 and Love and Mylenko (2003).
9 Castelar Pinheiro and Moura (2003) use data from Brazil’s largest
private credit registry, SERASA, to study sharing of credit infor-
mation in a highly segmented credit market.

10 See http: //econ.worldbank.org/programs/credit_reporting/
topic/2247/.

11 The index reported in Table 13.2 is an average of subindexes that
measure the amount of data available on consumer loans, the amount
of data available on loans to businesses, the types of loans reported to
the credit registry (such as mortgages, credit cards, other consumer
loans, and car loans), whether positive as well as negative informa-
tion on the debtors is reported, the number of creditor institutions
that report to the credit registry (such as commercial banks, retail
stores that offer credit, and credit card companies), the number of
institutions that can access the data, and the number of procedures
the registry uses to verify data. Based on this information, seven in-
dexes are constructed with values ranging from 0 to 1. The average
of the seven indexes is the credit registry quality index.

12 See Miller (2003a), Galindo and Miller (2001), and IDB (2001)
for discussions on credit registries in Latin America.
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The United States has the most complete and ac-
cessible credit reporting system, especially in the con-
sumer credit segment. Compared with Europe, the
United States has a more open system for credit report-
ing and a relatively light regulatory approach.!* The Eu-
ropean Union has placed a significant regulatory burden
on the credit reporting industry, and in 1998 the Euro-
pean Union’s Privacy Directive came into effect. That
directive greatly limits sharing of personal information,
including credit data in credit registries. Some Euro-
pean nations, such as France, have even more stringent
laws than the European Union with regard to credit
registries. Those laws account for the lower scores of
the other OECD category in Table 13.2.

The Latin American nations that fare best are
Brazil, Chile, Argentina, and Peru. Brazil has a well-
established credit registry in which most banks partici-
pate. The Brazilian firm SERASA is by far the largest
Latin American credit registry, with annual sales of ap-
proximately US$150 million. In addition to SERASA,
the extensive chamber of commerce system in Brazil
operates a credit registry and bad check list on a state-

13 The United States has allowed a significant degree of self-
regulation by the credit reporting industry. However, in 1997 the
Fair Credit Reporting Act, which protects consumer rights with
regard to credit registries, was amended to address growing con-
sumer concerns about privacy abuses by the industry.


http://rru.worldbank.org/DoingBusiness/default.aspx
http://rru.worldbank.org/DoingBusiness/default.aspx

by-state basis. Finally, in 1998 the Central Bank of Bra-
zil established a public credit registry to collect detailed
information on all large loans.

Argentina and Chile have strong private credit
registries, which are both majority owned by Equi-
fax. In addition, both Argentina and Chile have public
credit registries, and much of the data in the Argen-
tine public registry is accessible to the general public via
the Internet. In Chile, the Santiago Chamber of Com-
merce runs one of the region’s oldest retail credit data-
bases. The information in this database on consumers
is actually superior in some ways (coverage and years of
history) to that in the bank-led credit registry. Peru en-
joys an unusually active credit reporting industry with
at least four credit registries operating in the relatively
small economy.

INFORMATION QUALITY

Information asymmetries can be reduced by developing
credit bureaus. However, in order to guarantee that the
credit bureaus will work, it is also necessary to ensure
that the information contained in them is reliable. The
most fundamental data in credit registries are related to
the proper identification of the debtor and his or her
repayment history. Other information, such as the fi-
nancial standing of the person and the firm, is also rel-
evant, but can be viewed mostly as complementary to
the crucial basic set of information.

The quality of the data is related to the procedures
followed by credit bureaus and credit registries to ver-
ify the data’s integrity. Table 13.3 reports on two areas
of information that are related to data quality—legal
requirements and accuracy checks. The first column
shows whether the law requires credit registries to re-
spond to consumer complaints. Presumably, if it does,
consumers will be able to contest erroneous informa-
tion, which is an important step toward improving the
quality of the data. Clearly there are many countries in
which there are no legal requirements for responding
to complaints; that is a feature shared by many other
emerging markets. This of course is a source of concern
and an area where policy intervention is justified.

Table 13.3 reports an index of procedures used by
credit registries to assess the quality of the data. Higher
values indicate use of a greater number of procedures
to check the integrity of the data. The index reveals a
great deal of heterogeneity in Latin America and the
Caribbean; nonetheless, the average suggests that the
region as a whole fares about average in this indicator,
not far from other emerging countries and non-U.S.
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OECD countries. In any case, there is room for im-
provement in this area as well.

Latin American bankers’ perception of data qual-
ity confirms the information in Table 13.3. On average,
Latin American bankers seem satisfied with the qual-
ity of the data of the credit registries operating in their
countries. Figure 13.1 provides information from a sur-
vey of bankers in Latin America that was conducted by
the IDB and the World Bank. Except for the percep-
tion of bankers in Bolivia about the quality of private
credit bureaus, the bankers report an average level of
satisfaction regarding the quality of public credit regis-
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tries and private credit bureaus. The low values of the
private credit bureau index for Bolivia and El Salvador
are primarily due to concerns about the accuracy and
timeliness of the data in the bureau.

Regarding the quality of complementary infor-
mation indicating the financial standing of a person or
firm, much remains to be done in the region. Unfortu-
nately, Latin American and Caribbean countries have
proven weak in the adoption of international account-
ing and auditing standards (Staking and Schulz 1999),
which are essential to ensure the reliability of business
data. Many countries are behind in the adoption of
global standards, such as the recently updated interna-
tional accounting standards, and are deficient in the en-
forceability of auditing standards.

In part, countries have been reluctant to move
to international standards because they can be costly.
Changing standards could push some firms toward in-
solvency once more stringent accounting principles are
applied. Creditors and clients might lose confidence in
firms once their true financial nature is revealed, even
in cases when insolvency is not the true scenario.

Countries may not have in place incentives to re-
new standards because, regardless of the standards, cap-
ital markets are closed or nearly closed for many coun-
tries. However, given the new financing opportunities
for Latin American firms through the reemergence of
American Depositary Receipts (ADR) trading, new in-
centives for modernizing standards have appeared. A
positive effect of intensive ADR trading is the pressure
induced by local firms on regulators to update standards
to increase transparency and face compettive conditions
with firms in the rest of the world (see Moel 2001).

Firms, individuals, and governments are gaining
awareness of the possibility of exploiting the advantages
of informadon sharing. At the same time, the world is
moving toward the definition and adoption of precise
standards of disclosure and accounting of information.
Together, these two movements and their interaction
will increase the access of individuals and firms to cred-
it markets, and will decrease the information boundar-
ies that, to some extent, have reduced capital mobility
across borders.

HOW DO LATIN AMERICAN BANKS USE
CREDIT INFORMATION?

The IDB-World Bank survey helps to explain how
banks use credit registries. On average, 90 percent of
the 177 banks surveyed report that they consult private
credit registries frequently for their lending decisions;

FIGURE 13.1 Quality of Credit Registries
as Rated by Bankers
(Index, 0, dissatisfied, to 1, very satisfied)

Note: The quality index measures the degree of satisfaction of banks
with the accuracy, timeliness, completeness, and accessibility of
information in credit registries.

Source: IDB/World Bank survey of banking institutions on credit
information.

75 percent report that they consult public credit regis-
tries. However, less than 20 percent report that they use
the credit registry as their main source of information
on borrowers. Except for Colombia, where 80 percent
of surveyed banks report that credit registries are their
primary source of information for consumer and busi-
ness loans, in most countries banks prefer other sources
of information.

Figure 13.2 reveals that in most countries banks
rely on multiple sources of information—such as the
financial standing of the debtor and his or her past his-
tory with the bank—instead of relying solely on infor-
mation from credit registries when making loan deci-
sions. This claim holds for public, foreign, and private
domestic banks. Overall, most banks behave similarly
regarding the importance assigned to credit registries.
In all surveyed countries, data from credit registries
are more relevant than collateral. This is a result of the
low degree of creditor protection in the region. In ev-
ery country except Colombia, 50 percent or less of the
banks report that financial standing is more important
than the credit registry report, and in all countries only
30 percent (at most) of banks report that information
from credit registries is more important than the his-
tory of the client with the bank.

Despite not being the most important factor in
lending decisions, information from credit registries
is crucial for selecting the pool of potential borrowers.



FIGURE 13.2 Importance of Credit Information
Relative to Other Criteria
{Percentage of banks)

Source: IDB/World Bank survey of banking institutions on
credit information.

FIGURE 13.3 Banks Disqualifying Borrowers
If Negative Information Is Reported
{Percentage of banks)

Source: IDB/World Bank survey of banking institutions on
credit information.

Many banks disqualify clients on the basis of the in-
formation appearing in the credit reports. As shown in
Figure 13.3, on average about 45 percent of surveyed
banks claim that they disqualify potential borrowers if
any negative information appears in the credit report.
Once again, Colombia has the most banks (less than 84
percent) following this policy.
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CONCLUSIONS

Credit registries are an institutional response to the
problem of asymmetric information in credit markets,
but they are not the only possible response. Collateral
pledges and the threat of bankruptcy in extreme cases
are other tools that lenders use both to screen appli-
cants (address adverse selection) and to encourage re-
payment (reduce moral hazard). Perhaps the fact that
Latin America and the Caribbean has advanced as far as
it has in credit registries is not unrelated to the difficul-
ties faced in many countries in the region with regard to
seizing collateral (see Chapter 12). Developing a credit
registry, either voluntarily in the private sector or un-
der the auspices of the bank supervisor, may be easier
than changing fundamental laws and judicial systems,
and it may be politically more palatable. It is also worth
remembering a basic tenet of psychology, that is, that
the best predictor of future behavior is past behavior.
Information contained in registries has proven to have
greater predictive power than collateral pledges in de-
termining who will repay loans and is therefore more
prized by bankers than even collateral.

In order to exploit the benefits of credit registries,
an adequate legal framework that encourages informa-
tion sharing among lenders must be in place. In this re-
gard, bank secrecy laws, which can restrict information
flows, have to be reviewed. Imprecise privacy laws can
impose limits on credit reporting and can hinder the
usefulness of credit reporting agencies. However, rules
that prevent the improper use of credit information
must exist in order to guarantee that the information
shared will not be used against the safety and security
of the people recorded in the registry.

The regulatory framework supporting credit bu-
reaus must also deal with unfair competition practices
and avoid allowing use of the database for “cherry pick-
ing,” that is, enabling institutions to find and deal with
the best clients of other institutions. If such practices
were allowed, information sharing would be discour-
aged and the advantages discussed here would be nul-
lified.

The ownership of credit registries is an impor-
tant determinant of the quality of the dataset produced.
Ownership by a limited group of lenders or bank asso-
ciations can discourage a broader database by restrict-
ing not only informants, but also access to the system.
Registries must not belong to a closed network be-
cause doing so would lead to a reduction in information
sharing. The role of the government in the informa-
tion sharing activity is under debate. Privately owned
registries have the advantage of gathering information
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from several sources, not just commercial banks. How-
ever, public registries can oblige banks to report data to
the registry, but private ones cannot. This in any case
is not necessarily an argument in favor of public regis-
tries. Once the value of information is acknowledged
by the financial system, sharing can arise naturally and
can be enforced by, for example, imposing reciprocity
conditions on the use of data (only those that share can
have access to the data). The business of providing and
analyzing information (through credit-scoring models,
for example) is profitable and attractive enough to have
sufficient private agents managing it, once the value of
information sharing has been socially recognized.

To strengthen the quality of the information in the
database, the legal framework must provide mechanisms
that promptly handle consumer complaints pertaining
to information and address complaints outside the ju-

dicial system. Borrowers must be able to access their
data, and there should be in place consumer-friendly
procedures to challenge erroneous information quick-
ly. However, instances of consumer access to the data
should be noted in credit reports in order to avoid data
manipulation on behalf of consumers.

Credit registries can succeed in their purpose
of reducing information asymmetries only if the data
shared are reliable and banks follow reasonable risk
management practices. Despite the fact that incen-
tives for adopting international accounting and audit-
ing standards are in place, governments have moved
slowly toward adopting them. In order to increase ac-
cess to national and international financing, countries
should adopt and enforce proper accounting and audit-
ing principles.



APPENDIX 13.1. CREDIT REGISTRIES
AND FINANCIAL DEVELOPMENT

Appendix Table 13.1 reports the results of estimations
cited in the text. The first column reports ordinary
least squares (OLS) regression results of the average
development of credit markets, defined as the ratio of
credit to the private sector to GDP, on standard mac-
roeconomic indicators, the level of development of the
economy, the protection of creditor rights as defined in
Chapter 12, and a variable indicating the existence of
credit registries. Note that these results, in particular
the OLS results, should not be interpreted as causal,
but rather as correlations, because the development of
credit registries can be endogenous.

The results reported in Appendix Table 13.1 can
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be interpreted as the average for the sample. The table
reports results from quantile regression exercises, that
is, regressions that focus on the relationship between
variables at different locations of the distribution of the
dependent variable. In short, this method explains how
financial development is related to the determinants at
different stages of financial development, that is, at dif-
ferent locations across the distribution of financial de-
velopment. Quantile 50 is the median, quantiles below
the median represent financially less developed coun-
tries, and those above the median are more developed
countries. The variable of interest of this chapter is the
credit registry dummy. Below the 50 percent quantile
the dummy is significant and the coefficient is relatively
high. For higher quantiles, the sign of the coefficient
drops as well as its statistical significance.
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. FOURTEEN

Access to Financing for Small
and Medium Enterprises

N Latin America and around the world, small

and medium enterprises (SMEs) comprise a large

share of firms, employment, and gross domestic
product (GDP). A new World Bank database on SMEs
(defined as firms employing up to 250 workers) sug-
gests that they employ nearly 50 percent of the labor
force in the formal economy in Mexico; nearly 60 per-
cent in Ecuador and Brazil; around 70 percent in Ar-
gentina, Colombia, Panama, and Peru; and as much as
86 percent in Chile (Ayyagari, Beck, and Demirgiig-
Kunt 2003). Developed countries have a similar pat-
tern: SMEs represent about 60 percent of total employ-
ment in Germany and the United Kingdom, about 70
percent in France and Japan, and about 80 percent in
Italy and Spain.

SME entrepreneurs identify lack of access to cred-
it as the most important obstacle to the development of
their businesses. This fact, combined with the sheer size
of the SME sector around the world, explains why most
countries (developed and developing) have specific pro-
grams to address SME problems and why international
financial institutions devote considerable resources to
address the issue of SME financing.

That SMEs comprise an important share of GDP
and that they lack access to credit, however, do not nec-
essarily justify the need for the policy remedies target-
ed to this group. In fact, Hallberg (2000) suggests that
social and political considerations that do not have a
sound economic rationale are behind many of the pro-
grams targeted at SMEs. This chapter examines the
economic case for programs to facilitate access to credit
for SMEs and the forms those programs should take.
Before tackling these issues, the chapter explores some
important questions. Do SMEs have inadequate access
to credit? How do countries in Latin America compare
with other developed and developing countries in this
regard? If access to credit is restricted for SMEs, why
is this the case?

STYLIZED FACTS

One of the main problems in assessing access to credit
for SMEs is the lack of reliable data, for example, on
the share of bank credit to SMEs. In most countries,
the data simply do not exist. Even in countries where
credit data are available from credit registries, in most
cases they do not include information about the size
of firms. Any guesses regarding the share of credit to
SMEs have to rely on proxies, such as the size of loans.
The problem is compounded for cross-country com-
parisons because the definition of an SME varies from
country to country.!

This section uses data from the World Business
Environment Survey (WBES) to assess whether SMEs
face constraints in terms of their access to credit. The
WBES provides data from more than 10,000 firms in 81
countries in 1999-2000. More than 2,000 firms in the
survey are from 20 Latin American countries, and 80
percent are classified as small (up to 50 employees) and
medium (between 50 and 500 employees). Although
a lower threshold would better reflect the realities of
SME:s in the region, the survey does not provide the
exact number of employees, so it is not possible to tailor
the definitions of the size groups. The analysis in this
chapter treats small and medium firms separately. The
main purpose of the survey is to understand the con-
straints that hinder the development of private busi-
nesses. Among the constraints considered, the WBES
has a number of questions on financing constraints.
Thus, the WBES offers comparable data across coun-
tries, which can shed some light on the issue of access
to credit for SMEs.

1'The official threshold for SMEs around the world is between 100
and 500 employees (Ayyagari, Beck, and Demirgiig-Kunt 2003).
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Financing Constraints:
A Major Obstacle to Development

The WBES asks respondents to rate 10 general con-
straints on a scale from 1 to 4, with 4 indicating a “ma-
jor obstacle” to the development of their business. Fig-
ures 14.1 and 14.2 report the share of firms (by size)
that considered each general constraint to be major, for
the world and for Latin America. Worldwide, financing
constraints are the most serious obstacle, followed by
infladon, taxes and regulations, and political instability.
Around 38 percent of the SMEs surveyed (compared
with 27 percent of large firms) reported that financ-
ing constraints are major. In Latin America, the cor-
responding figures are 46 and 41 percent for small and
medium firms, respectively, compared with 26 percent
for large firms. Other constraints, such as corruption
and inadequate infrastructure, play a comparatvely
smaller role for SMEs.?

Financing Constraints
for Small and Medium Enterprises

Are financing constraints more severe in the case of
SMEs? ‘Table 14.1 presents a number of measures of
financing constraints, corresponding to small, medium,
and large firms. The table reports the mean financing
constraint {on a scale of 1 to 4) and the share of firms
that rate financing constraints as a major obstacle. The
results are similar for small and medium firms, but con-
straints are clearly lower in the case of large firms.

In addidon to the responses based on subjective
perceptions, the WBES asked other questions, based
on more objective data, that can help shed light on this
issue. In pardcular, the survey asked firms to report the
share of total financing that comes from the following
sources: retained earnings, equity, local commercial
banks, development banks, foreign banks, family, mon-
ey lender, supplier credit, leasing, public sector, or oth-
er sources. Table 14.1 reports the share of bank credit
(including that from local commercial as well as foreign
banks) in total financing as an alternative measure of fi-
nancing constraints. The table also reports the share of
firms that have some access to bank credit. According
to these measures, SMEs have less access to bank credit
than large firms do, and there are differences between
small and medium firms.

FIGURE 14.1 Firms Reporting Major Obstacles
to Development Worldwide, 1999-2000
(Percent)

Source: World Bank (2000).

FIGURE 14.2 Firms Reporting Major Obstacles
to Development in Latin America
and the Caribbean, 1999-2000
(Percent)

Source: World Bank (2000).

Accounting for Other Country
and Firm Characteristics

There seems to be an association between firm size and
the severity of financing constraints, but the link be-
tween size and financing constraints could be due to
other factors, such as the age of the firm. Just as con-
sumers without a credit record have trouble obtaining
consumer credit, firms without a track record should

2'The WBES also asks about a number of specific aspects of financ-
ing constraints. In Latin America, as well as around the world, the
main financing issues firms complain about are high interest rates,
lack of access to long-term loans, inadequate collateral, and exces-
sive paperwork.



have trouble obtaining loans. Given the close associa-
tion between size and age (the correlation is 0.31), the
link between size and financing constraints could be due
to experience rather than to size. Similarly, other firm
characteristics (sector of activity, foreign ownership,
and export activity) may affect financing constraints.

Appendix Table 14.2 reports the results of an anal-
ysis of the determinants of financing constraints, con-
trolling for these and other firm characteristics. The re-
gressions include country dummies in order to account
for country characteristics that may affect financing
constraints. The analysis uses two dependent variables:
one based on the firm’s perceptions (dummy = 1 if fi-
nancing constraints are a major obstacle) and the other
based on the sources of financing (the share of financ-
ing from local and foreign banks).? Figure 14.3 summa-
rizes the main results.

Regardless of the variable used, the results suggest
that the severity of the constraints decreases with firm
size. The likelihood that a firm reports a major financ-
ing constraint increases by 10.3 percent in the case of
small firms and by 7.3 percent in the case of medium
firms, compared with large firms. Likewise, the share
of financing from banks is reduced by 23.0 percent for
small firms and by 6.8 percent for medium firms, com-
pared with large firms. With the exception of the small
and medium firms in the case of the variable based on
perceptions, the differences are statistically significant.

Small and Medium Enterprises
in Latin America and the Caribbean

Figure 14.4 shows the share of firms that report ma-
jor financing constraints broken down by region and
size. Small firms in Latin America and the Caribbe-
an are among the most financially constrained in the
world, according to the perception of their executives.
For small firms, only South Asia reports greater con-
straints. By contrast, large firms in Latin America re-
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FIGURE 14.3 Firm Size and Financing Constraints
for Small and Medium Firms Relative
to Large Firms, 1999-2000
(Percent)

Source: World Bank (2000).

port smaller constraints than their counterparts in the
rest of the world, although this result is driven mostly
by European economies in transition, which comprise
nearly one-third of the survey and in which constraints
among large firms appear surprisingly high.

In stark contrast, small firms in Latin America ex-
hibit comparatively high levels of access to bank financ-
ing, which are close to those for Organisation for Eco-
nomic Co-operation and Development (OECD) firms
(Figure 14.5).* However, the similarides disappear in

3 In the case of the financing constraints variable based on firms’
perceptions, the analysis also controls for what Love and Mylenko
(2003) call the “pessimism” of the survey respondent, that is, the
tendency of some respondents to complain about everything.
#The picture is similar for the share of firms that have some access
to bank financing, instead of focusing on the share of financing
from banks.
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FIGURE 14.4 Firms Reporting Financing
as a Major Obstacle, 1999-2000
(Percent)

Source: World Bank {2000).

FIGURE 14.5 Bank Financing in Total Firm Financing,
1999-2000
(Percent)

Source: World Bank (2000).

the broader picture of the structure of financing in the
two regions: while small firms in OECD countries rely
on other formal sources of financing (such as leasing
arrangements or equity financing), small firms in Latin
America rely more heavily on informal sources (such as
family and informal money lenders). In fact, informal
sources of credit are three times greater in the case of
small Latin American firms compared with their coun-
terparts in the OECD.

In any case, the fact remains that although small
firms in Latin America perceive that financing con-
straints are substantial, they seem to have better access
to bank credit than their counterparts in other regions.
This apparent contradiction may be due to the fact that
the variable based on perceptions and the one based on
financing structure actually capture somewhat different

aspects. At the same time, the results in Figure 14.5 are
quite surprising; they highlight the need to control for
other potential determinants of access to bank finance.
Appendix Table 14.2 presents a set of regressions
that control for other firm and country characteristics
that may help explain financing constraints. In addition
to the variables used in the previous exercise, these re-
gressions include interactions of the size dummies with
Latin America and the OECD. The idea is to check
whether small firms in Latin America, compared with
their large counterparts, have particularly large financ-
ing constraints or whether the gap is more or less simi-
lar to the gap between small and large firms in other
parts of the world. The signs of the coefficients for the
interaction terms (positive in the case of the perception
variable, negative in the case of the bank access vari-
able) suggest that small firms in Latin America might
be at a disadvantage compared with small firms in other
regions. However, for the most part these differences
are not statistically significant. Thus, any differences in
Latin American firms are relevant across the board and
not just for small and medium firms. The only excep-
tion is that, compared with the OECD, the gap in ac-
cess to bank financing between large and small firms is
significantly larger in the case of Latin America.

Country Experiences
in Latin America

Are SMEs subject to similar financing constraints in
all Latin American countries? Which countries suffer
more in this regard? Figures 14.6 and 14.7 present the
share of Latin American firms that report major financ-
ing constraints and the share of financing from banks,
by country and firm size.

The figures show that access to financing varies
depending on the country in which the firms are locat-
ed. The contrast between Chile and Mexico provides a
good illustration. Less than a third of the small firms in
Chile report that they face major financing constraints,
and these firms finance one-third of their investments
with bank credit. By contrast, in Mexico, nearly two-
thirds of the small firms face major financing con-
straints, while less than 5 percent of their financing re-
sources are provided by banks.

REASONS FOR FINANCING
CONSTRAINTS

There is ample evidence that SMEs face more adverse
credit conditions than larger firms and that Latin Amer-



FIGURE 14.6 Firms Reporting Financing as a Major
Obstacle, by Country, 1999-2000
(Percent)

Source: World Bank (2000).

ica is no different in this regard. But is this enough to
justify policy action? To answer this question, it is cru-
cial to understand why size may matter in determin-
ing the availability and cost of credit for firms and to
establish whether market failure is involved. In gener-
al, there are four main causes of credit problems for
small firms: fixed lending costs, imperfect enforcement
of credit contracts, bankruptcy costs, and asymmetric
information.

Fixed Lending Costs

Providing loans is an activity that entails important
fixed costs associated with loan appraisal, supervision,
and collection. This implies that the cost per dollar lent
is high for small loans. As a consequence, banks would
have to charge higher interest rates on such loans to
generate the required returns.

There has been much progress in this area in the
past few decades, particularly in lending to micro en-
terprises, which would naturally experience this prob-
lem more acutely. Indeed, in what has been described
as a “revolution in microfinance,” a new banking tech-
nology has been introduced that differs from the tradi-
tional technology. Instead of the formal paperwork and
guarantees associated with regular bank loans, small,
short-term loans are offered at high interest rates based
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FIGURE 14.7 Bank Financing in Total Firm Financing,
by Country, 1999-2000
(Percent)

Source: World Bank (2000).

on information gathered by bank agents (with proper
incentives) who visit the firms and gather information
from people who know the potential borrowers. This
banking technology has proven very effective.

This micro-lending technology is not likely to be
a solution for SMEs, which typically require loans that
are too large to be handled in this way. In general, banks
are unwilling to provide unsecured loans in excess of
the small amounts usually lent to microenterprises. The
policies to deal with this problem revolve around the
reduction of these fixed lending costs and in some cases
can be ted to the development of new technologies.
A good example is credit scoring, in which banks use
statistical methods and available information to cheap-
ly and rapidly determine the probability that various
credit applicants will fulfill their obligations. Develop-
ment of credit registries would also help by reducing
the cost to banks of acquiring the necessary information
to make loan decisions. Subsidizing the development
of risk assessors specializing in SMEs may be another
policy worth considering.

Imperfect Enforcement
and Bankruptcy Costs

Imperfect enforcement and bankruptey costs are both
problems that are inherent to credit contracts. More-
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over, they tend to have partcularly serious effects on
small firms. Imagine that a firm refuses to pay a loan.
The bank files for bankruptcy so that it can execute the
guarantee. If the judicial system functions perfectly, this
would happen immediately, with certainty, and at zero
cost. But clearly this is not the case, even in countries
with developed financial and judicial systems. There
is always the probability that a borrower that defaults
will get to keep part of the assets guaranteeing the loan.
Thus, because of the problem of imperfect enforcement,
the borrower may have something to gain by default-
ing. This introduces incentive problems that are inher-
ent to credit contracts.

Even if contracts were perfectly enforced, in the
sense that borrowers would have to surrender the as-
sets with certainty, the bank would incur time delays
and real costs associated with executing the guarantee.
Even if the bank were successful, it would generally at-
tach a lower value to the guarantee than the borrower
would. It is thus likely that there would be significant
bankruptcy costs that would affect credit contracts be-
cause banks would try to minimize the probability of
bankruptcy. This subsection explores the implications
for small firms of these two realistic features of the en-
vironment in which credit takes place.

Imperfect Enforcement

Imperfect enforcement allows the debtor to capture
part of the assets invested in the project by defaulting.
In deciding whether to default, the debtor compares
the expected payoff from defaulting with the value of
continuing to operate the project while servicing the
debt. With the size of the project kept fixed, the value
of continuing the project increases with the firm’s equi-
ty (and thus decreases with the firm’ leverage) because
the entrepreneur will get to retain a larger share of the
project’s returns. Thus, with low equity, running a firm
at its optimal scale implies a high leverage ratio, which
leads to strong incentives to default. In other words,
as leverage increases, the default option becomes rela-
tively more attractive. Credit constraints arise as a way
to limit the firm’ leverage and thereby align the en-
trepreneur’s incentives with those of the bank. As a re-
sult, entrepreneurs with low equity will be credit con-
strained and will not be able to operate their projects
at the socially optimal size. This is in fact the nature of
the imperfect enforcement market failure. Thus, in the
context of this model, firms with low equity are small
precisely because they are credit constrained. Entrepre-
neurs with high equity will not be so constrained, and
their firms will achieve the optimal size.’

What policy implications arise from imperfect en-
forcement? Not surprisingly, improving enforcement
of credit contracts is the first-best policy recommen-
dadon that emerges from this analysis. In particular,
strengthening creditor rights would lower the gains of
borrowers from defaulting and hence ease the incentive
problems that lead to credit constraints for small firms.
This policy is generally recommended as a way to im-
prove the financial system more broadly; it should be
particularly effective in improving access to credit for
small firms, which in the context of this model are the
only ones subject to constraints.

However, even countries with well-developed fi-
nancial and judicial systems do not exhibit perfect en-
forcement. There are three main lines of action for
dealing with the consequences of this problem. First,
improving the opportunities for using personal assets
as collateral—by strengthening property registries or
introducing reforms that allow the use of movable as-
sets such as inventories, vehicles, or machinery as col-
lateral—may increase the equity that entrepreneurs
can bring to the project, thus mitigating the problem
of imperfect contract enforcement. Second, develop-
ing credit registries that disseminate credit information
among lenders would reduce incentives to default by
making the punishment more severe. Third, subsidiz-
ing the cost of funds to banks would act as a welfare-
improving, second-best intervention by increasing the
present value of keeping the project going relative to
the gains from default, thus allowing credit-constrained
firms to grow toward their optimal size.

This last policy implication certainly requires a
few caveats. First, the subsidy would also lead to inef-
ficient expansion of firms that are already at the optimal
size. However, in the case of a small subsidy, the loss-
es should be second-order. These second-order loss-
es could be avoided by targeting the subsidy to loans
for small firms, provided the agency costs of ensuring
that the funds go to the target group are not excessive.
Second, the efficiency gains generated by the subsidy
would have to be compared with the first-order losses
associated with the distortionary taxation required to
raise the funds to finance it. Third, the model assumes
that the banking sector is competitive; otherwise, banks
could appropriate the subsidy and prevent the growth
of credit-constrained firms.%

5 For a more formal treatment of this issue, see Rodriguez-Clare

and Stein (2004).
¢ Actually, a constant mark-up would be a sufficient assumption.



Other less interventionist policies could act on the
same principle of the subsidy. In particular, policies that
strengthen competition in the banking sector would
lead to a reduction in lending rates and contribute to an
efficiency-enhancing expansion of credit-constrained
firms. An expansion of government borrowing, if it
leads to higher interest rates on loans, would have the
opposite effect.

In the static setting of the imperfect enforcement
model discussed above, firms differ in size only because
of their initial level of equity. In a dynamic setting,
however, the rate of return on equity would be larger
for firms that are credit constrained. These firms would
grow faster than others and would eventually achieve
the optimal size (Albuquerque and Hopenhaym 2002).
"Thus, differences in start-up equity are not likely to
lead to persistent differences in size. In the context of
this model, it would be difficult to claim that mature
firms are small because of credit constraints. More like-
ly, differences in size among older firms are explained
by other factors, such as the kind of good produced and
the inherent productivity of the entrepreneur or firm.
This reasoning implies that, to the extent possible, gov-
ernment policy dealing with lack of credit among small
firms should focus mainly on younger firms.”

Bankruptcy Costs

Imperfect enforcement of credit contracts implies that
banks want to limit a firm’s leverage in order to improve
its incentives and increase the likelihood of repayment.
Thus, credit constraints are imposed directly by the
bank. In the case of bankruptcy costs, the firm does not
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default because of the incentives the borrower might
have to run away with the firm’s assets, but because a
negative shock affects the borrower’s ability to repay.
Thus, instead of bank-imposed credit limits, bankrupt-
cy costs lead to interest rates that rise steeply with the
firm’s leverage. In turn, this leads firms to voluntarily
limit the amount of debt they undertake, even to the
point of running projects or firms that are inefficiently
small. For the sake of simplicity, this section refers to
both bank-imposed and firm-chosen limits to leverage
ratios (that lead to smaller-than-optimal firm size) as
credit constraints.

Even without bankruptey costs, it is reasonable to
expect banks to charge a higher interest rate to firms
with more leverage because, other things equal, banks
will recover a smaller share of loans to such firms in the
event of bankruptcy. However, by itself this phenom-

7 Going one step further, this argument points to the problem of
potentially high-productivity firms that are not created because of
lack of start-up equity. This problem may be as severe as the prob-
lem of lack of credit for small firms. Imagine that there are excel-
lent and good ideas, and entrepreneurs with low and high wealth.
Under perfect capital markets, entrepreneur wealth would not be
a constraint, and all excellent ideas would be exploited. But with
imperfect capital markets, entrepreneur wealth matters, and it is
likely that excellent ideas by low-wealth entrepreneurs will not be
implemented. Bank finance may not be the optimal instrument
for the capital needs of these projects, as it may entail excessive
risk. This may explain why, for example, the Small Business Ad-
ministration (SBA) in the United States has a program of equity
injections in promising but risky new entrepreneurial ventures.
Companies such as AOL, Intel, and Federal Express, among many
others, were started with equity support from this SBA program.
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enon would not generate credit constraints because a
firm’s return on equity increases with leverage, and it
can be shown that the two effects exactly compensate
each other. Thus, the firm would choose the optimal
project size despite interest rates that rise with leverage.
This is no longer the case, however, if there are costs as-
sociated with bankruptcy.

To see this, note that the probability of bankrupt-
cy is likely to rise with a firm’s leverage because even
small negative shocks to returns would prevent a highly
leveraged firm from servicing its debt. With real bank-
ruptcy costs, a higher probability of bankruptcy must
go together with higher interest rates to compensate
the bank ex ante for the higher expected cost of bank-
ruptcy. In this case, the financial cost for the firm of
increasing its leverage is greater than the associated
benefits, and the firm will want to limit its leverage to
a level below that corresponding to the optimal project
size. Thus, again, firms with low equity will be credit-
constrained and small.?

Most of the policy implications discussed above
for the case of imperfect enforcement apply as well in
the case of bankruptcy costs. In this case, the strength-
ening of creditor rights would decrease the time delays,
uncertainty, and legal costs associated with executing
the loan’s collateral. In addition, it would be desirable
to implement policies to increase the liquidity of collat-
eral (for example, to make the real estate market more
liquid) in order to reduce the costs associated with the
execution of collateralized assets.

Asymmetric Information

Similar results to the ones presented above arise in the
better-known case of asymmetric information between
banks and borrowers. Asymmetric information causes
the problems of moral hazard and adverse selection.

Moral Hazard

Consider the standard problem of moral hazard in cred-
it contracts, in which the manager’s effort determines
the likelihood of success of a project but is unobserv-
able to the bank. The manager will exert effort up to
the point where marginal cost equals marginal benefit,
which is given by the marginal increase in the project’s
expected returns net of interest payments. As the lever-
age ratio of the firm increases, the marginal benefit of
effort falls because more of the gains go to the bank and
less remain in the firm. Thus, a higher leverage ratio
reduces the incentives of the manager to devote effort
to the project. Knowing this, the bank sets a limit to the

firm’s leverage ratio. Again, low-wealth entrepreneurs
run small firms that are credit-constrained.

What are the policy implications of this case? As
above, it is desirable to improve the conditions for the
use of assets as collateral because collateral improves the
incentives of entrepreneurs to exert effort. Strengthen-
ing credit registries also helps by increasing punish-
ment in case of failure, thus improving the incentives
for managers. Similarly, a small subsidy would improve
efficiency, although the same caveats discussed above
apply here as well. Finally, it would be desirable to pur-
sue policies that facilitate (although not necessarily sub-
sidize) the use of reciprocal credit guarantee schemes
in which loan decisions, monitoring, and discipline are
shared with agents who are in a better position to ob-
serve effort or have leverage to induce it.

Adverse Selection

It is useful to start with a brief reminder of the main
idea in the model of asymmetric information and cred-
it rationing developed by Stiglitz and Weiss (1981). In
this model, there is a known distribution of borrowers,
all with the same expected returns but differing in the
spread (risk) of those returns. Some borrowers are thus
riskier than others. Given that borrowers earn zero net
returns when the project does badly (because all income
goes to pay for the loan) but get to keep all the excess
returns when the project does well, borrowers act as
if they were risk-loving. That is, other things equal, a
more risky profile of gross returns (an increase in the
spread of gross returns holding the mean constant) earns
higher expected net returns for borrowers. Thus, as the
interest rate charged by the bank increases, the pool of
applicants gets riskier because the safer borrowers drop
out of the applicant pool. This implies that, for a suf-
ficiently high interest rate, further rate increases lower
the bank’s expected returns. In other words, expected
returns as a function of interest rate # first increase and
then decrease, with a maximum at some interest rate »*,
at which the marginal cost of adverse selection exactly
compensates the direct benefit of increasing the inter-
est rate. If the demand for loans by firms at this interest
rate is greater than the supply of funds to the bank, then
there will be credit rationing.

This result is not enough for the present purposes,
however, because it only says that some firms will not
receive as much credit as they want at the equilibrium
interest rate; it does not say which firms will be affected.

8 A good treatment of credit constraints due to bankruptcy costs
can be found in Bernanke and Gertler (1989).



In pardcular, the model does not indicate whether credit
rationing affects SMEs more than large firms. Imagine,
however, that banks have the option of acquiring infor-
mation about the risk characteristics of applicants, but
also that this information is costly. Assume further that
this cost does not depend on the size of the firm. Then
it can be shown that credit rationing will be more severe
for small firms because the cost per dollar lent in this
case is higher, so banks will choose to rely more on cred-
it rationing to prevent the pool of applicants among this
group from becoming dominated by high-risk types.

Similarly, it is natural to assume that the cost of ac-
quiring information decreases with the age of the firm.
In fact, it could even be argued that for new firms this
signal is practically impossible to generate. In this case,
credit rationing would be more severe among young
firms relative to older ones.

How does collateral work in this setup? The use of
collateral allows for a separating equilibrium in which
banks have two instruments to affect the risk of appli-
cants: interest rate and collateral. The bank could offer
loans with a high interest rate and low collateral (which
would be attractive to high-risk firms) as well as loans
with a low interest rate and high collateral (which would
be chosen by low-risk firms). Thus, firms would reveal
their type (the term separating equilibrium) in choosing
one bundle over the other.

As in the previous case, the policy implications
that arise in this case include improving the way in
which external assets can be used as collateral for loans.
It would also be desirable to allow for the use of recip-
rocal credit guarantee schemes, thus placing the loan
decisions in the hands of those that have better infor-
mation about the risk characteristics of the borrower.
More generally, policies should be geared toward re-
ducing the cost of obtaining information for the bank,
which could be done by establishing and applying uni-
form accountng standards, credit registries, and poli-
cies that allow banks to use credit-scoring technologies
more intensively. Credit-scoring technologies are sta-
tistical methods that aggregate the information in a po-
tential borrower’s credit report to generate an inferred
probability of default.

Another way to reduce the cost of obtaining infor-
mation would be to encourage (perhaps through a sys-
tem of grants) the development of expertise in assessing
SME risk. Such expertise would be an important con-
dition for the development of credit to SMEs and is in
short supply in most countries. Grants may be justified
because the development of such expertise involves an
externality: a bank may invest in generating this capa-
bility, and trained experts may then be hired away.
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Summary

There are a number of channels through which small
firms may be subject to some form of credit constraints.
The conceptual discussion, in particular the policy im-
plications derived from it, is useful for several reasons.
First, it suggests some potential country-level determi-
nants of SME financing constraints (such as respect for
creditor rights and availability of credit registries). Sec-
ond, it provides the basis for a more detailed discussion
of the policy options available to countries, as well as
the experience of some countries in attempting to fa-
cilitate access to credit for SMEs.

DETERMINANTS OF FINANCING
CONSTRAINTS: EMPIRICAL FINDINGS

Until recently, lack of comparable data hampered at-
tempts to study the determinants of financing con-
straints for SMEs in a cross-country context. The recent
availability of data from the WBES has led to a number
of studies on the determinants of financing constraints.
For the most part, these studies look at the impact on
credit constraints of a single explanatory variable (such
as foreign bank penetration, bank competitdon, avail-
ability of credit registries, or creditor rights) and do not
attempt to bring all the potential determinants together
into the analysis.

Clarke, Cull, and Martinez Peria (2001), for exam-
ple, investigate the impact of foreign bank penetration
on lending to SMEs. They find that foreign bank pen-
etration increases the share of financing from banks and
lowers financing obstacles as perceived by firms, par-
ticularly in the case of large firms. Love and Mylenko
(2003) explore how credit-reporting institutions affect
financing constraints. The authors find that private
credit registries relax financing constraints and increase
bank financing, particularly for SMEs. By contrast,
public registries do not have a significant effect.® Beck,
Demirgii¢-Kunt, and Maksimovik (2003) study the im-
pact of bank concentration on firms’ financing obstacles
and access to credit.’ They find that in countries with

% See Chapter 13 for a more general discussion of the role of credit
registries in the financial system. For a more complete treatment
of this topic, see Miller (2003a).

10 The impact of bank concentration is theoretically ambiguous
because concentration may increase interest rates, but it may also
provide incentives for banks to invest in collecting information on
new clients.
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low levels of institutional development, bank concen-
tration leads to higher obstacles and a lower share of
bank financing, particularly in the case of SMEs. Finally,
Galindo and Micco (2004b) explore the impact of sev-
eral measures of creditor rights protection on the share
of financing from banks. They find that creditor rights
increase access to financing by SMEs relative to the ef-
fects on large firms.

This section extends this literature by including in
the analysis all the variables that various studies consid-
er in a piecemeal approach, as well as some additional
variables suggested by the conceptual discussion of the
previous section. The first exercise looks at the determi-
nants of financing constraints, irrespective of the size of
the firm. In this case, the regressions include regional
dummies, but not country dummies, because the focus is
on explanatory variables that vary by country, but not by
firm. The second exercise analyzes whether the explana-
tory variables have differential effects on SMEs com-
pared with large firms. Thus, regressions include inter-
actions between the explanatory variables and the size
dummies, as well as country dummies in place of the re-
gional dummies of the first exercise.!! Appendix Tables
14.3 and 14.4 report the results of the regressions, which
are summarized in Table 14.2. Appendix Table 14.1 pro-
vides descriptions and sources of the variables.

The following are the main results on the determi-
nants of financing constraints:

® Enforcement of credit contracts. Effective enforce-
ment of creditor rights reduces financing constraints as
perceived by firms, and, in the case of small firms, in-
creases access to bank financing.!?

o Credit registries. Private credit registries have a
positive impact on firms’ access to bank finance, particu-
larly in the case of small firms and appear to reduce per-
ceived financing constraints, although the effect is not
robust to the inclusion of other policy variables. Public
registries have no specific impact on access to financing
by small or medium firms, a result that is consistent with
the findings by Love and Mylenko (2003).1?

¢ Crowding out. High domestic government debt
increases the severity of perceived financing constraints
and reduces access to bank financing, particularly in the
case of small firms.!4

® Bank concentration and bank ownership. A concen-
trated banking sector increases financing constraints
for small firms. There is some evidence that the impor-
tance of state-owned banks (relative to GDP) reduces
perceived financing constraints in the case of small
firms, controlling for the level of financial development
of the economy as a whole. By contrast, foreign bank

penetration relative to GDP tends to reduce financ-
ing constraints overall but has no differential impact on
small firms.15

® GDP volatility. Although it is not a policy vari-
able per se, GDP volatlity increases financing con-
straints in the case of small firms but has no discernible
impact on the share of financing from banks.!¢

The evidence presented here suggests that poli-
cies and institutions can make a difference regarding
access to credit for SMEs. However, it is important to
use these results with caution because in addition to
some limitations of the database, some of the results
are not robust to changes in the specification. Clearly,
much more research is needed on this topic in order to
offer definitive answers about the key elements of strat-
egy to encourage access to financing for SMEs. Taken
together with the conceptual discussion in the previous
section, however, the results presented in Appendix Ta-
ble 14.4 provide a good starting point to begin thinking
about policy action.

POLICY ISSUES

SMEs suffer from worse credit conditions than large
firms. Market imperfections—such as imperfect con-
tract enforcement and asymmetric information—can
explain these findings. Several policies may be appro-
priate for dealing with these imperfections.

11 Sector dummies were included in all the regressions as well. For
the main results presented here, the regressions did not control for
GDP per capita, a variable that is highly correlated with many of
the institutional variables of interest.

12 Results are weaker for regressions that use the creditor rights
index alone and for those that control for GDP per capita.

3 Data on credit registries come from the World Bank’s Doing
Business database. The positive coefficient for public credit reg-
istries in Table 14.2 is surprising and may be a reflection of the
endogeneity of these registries; countries may set them up in re-
sponse to a generalized perception of severe credit constraints.

14 However, these results are not robust to the inclusion of GDP
per capita.

15 Medium firms tend to complain relatively more about access to
finance when foreign penetration is high.

16 GDP volatility can increase financing needs because in addition
to working capital and investment, firms need financing to survive
prolonged periods of negative shocks. At the same time, volatility
increases risk, particularly in the case of small firms, and makes the
value of the collateral more uncertain.



Creditor Rights

Credit contracts fundamentally differ from spot trans-
acdons because credit contracts imply the exchange of
money today for a promise to pay in the future. This
type of transaction will develop fully only under a well-
functioning legal framework. Lenders must rest assured
that if the borrower refuses to pay, they will be able
to turn to the legal system so that the guarantee can
be executed and liquidated promptly and at low cost.
The set of laws and institutions associated with this is
commonly referred to as creditor rights. As discussed in
Chapter 12, there is ample evidence that strong crediror
rights are a key condition for the development of the
financial system. Thus, although it may be surprising to
the layman, one of the most effective ways to help po-
tential borrowers is to strengthen the rights of creditors
(see Kroszner 2003).

Creditor rights are particularly helpful in allow-
ing small firms to access credit at reasonable cost. Small
firms have low equity, which requires high leverage ra-
tios in order to achieve an efficient scale of operation.
Better creditor rights help align the incentives of bor-
rowers with those of the lenders and thus allow these
firms to increase their leverage ratios. In short, creditor
rights are not only important for the development of
the financial system; they are also partdcularly effective
in improving access to credit under reasonable condi-
tions for SMEs.
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What are the most important policies that govern-
ments should undertake to strengthen creditor rights?
Chapter 12 provides a detailed discussion of this point.
An important element for protecting creditor rights en-
tails the use of assets as collateral.

Collateral

Collateral is a key element of credit contracts. It decreas-
es the incentives of borrowers to default, increases the
incentives to devote effort to the project, and decreases
bankruptcy costs for banks. The possibility of using out-
side assets as collateral allows firms to maintain higher
leverage ratios, which is particularly important for small
firms. Using collateral in this fashion, however, requires
a sophisticated legal and economic structure.

In particular, there are three conditions for collat-
eral to be useful in credit contracts: well-defined prop-
erty rights, adequate creditor rights, and asset liquid-
ity. Well-defined property rights are required so that
borrowers can credibly establish ownership of the asset
used as collateral. This requires the obvious laws es-
tablishing property rights, as well as well-functioning
registries. No one has stressed this point more forceful-
ly than De Soto (2000) (see Box 14.1). Creditor rights
are required so that banks can execute the collateral if
a borrower defaults on a loan. And, finally, asset liquid-
ity is required so that banks can liquidate assets at low
cost.
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Invoice Discounting or Factoring

Many SMEs are suppliers to large firms. They may pro-
vide inputs or services to larger manufacturing firms or
finished goods to large retail chains and supermarkets.
In general, such transactions take place with deferred
payment, usually from 60 to 90 days. This implies
that, in effect, SMEs end up providing credit to larger
firms.!” Given the difficulties that small firms have in
securing access to credit, special mechanisms have de-
veloped to allow suppliers to obtain credit to finance
their working capital requirements. These mechanisms
are called invoice discounting or factoring and consist of fi-
nancial agents that discount the invoice to the supplier.
If the buyer does not pay the amount on the invoice, the
financial agent that discounted it retains the right to go
back to the supplier to collect on the loan.!8

Given that SMEs have difficuldes in accessing
credit, it is important to find ways for them to use in-
voices to obtain credit on better terms. The past two
decades have seen major improvements in this area in
Latin America. In Brazil, Chile, Costa Rica, and Mexi-
co, for example, invoice discounting is now a common
practice. But other countries, such as Argentina, have
yet to take the necessary steps for this system to develop
(see Box 14.2).

Three conditions appear to be essential. First, laws
must allow and protect the transfer of invoices from
suppliers to financial agents. Second, laws must estab-
lish clear procedures that can be taken to enforce the
buyer’s payment of invoices. And, third, creditor rights
of factoring agents vis-a-vis the supplier (who, in effect,
is obtaining credit through this transaction) must be
strengthened so that the supplier’s implicit guarantee to
repay the loan in the event that the invoice is not paid
by the buyer can be executed quickly and at low cost.

Credit Information and Credit
Scoring

One of the impediments to better access to credit for
small firms is the possibility of adverse selection, which
arises because banks do not possess adequate infor-
mation about the risk characteristics of credit appli-
cants. In simple models, this leads to credit rationing
because banks refuse to increase the interest rate even
when there is an excess demand for credit, as this would
worsen the risk characteristics of their applicant pool.
But banks can do more than this; they can invest re-
sources to acquire information about the risk charac-
teristics of applicants. The problem is that this entails
costs that are not directly proportional to the size of the

firm or the loan requested because there are fixed costs
involved. Thus, there would likely be more credit ra-
tioning among small firms than among large firms, for
which banks would be willing to spend the necessary
resources to acquire information and avoid using the
interest rate as a screening device.

Thus, policies that reduce the costs of acquiring
information about borrowers would alleviate the credit
constraints faced by SMEs. One such policy is the pro-
motion of credit registries, where banks can access in-
formation about the credit history of loan applicants. In
addition to reducing the cost of collecting information,
credit registries help to reduce the incentives of debtors
to default on their loans. As with other policies, the de-
tails of design and implementation are crucial to guar-
antee that the system functions well. For an in-depth
discussion of the policy issues involved, see Chapter 13.

In addition to encouraging the creation of private
or public credit registries, governments could also en-
courage the use of credit-scoring technologies. These
technologies, which in Latin America are used mostly
for mortgage markets and consumer loans, have become
prevalent in the United States for lending to SMEs.
Indeed, it is customary for U.S. banks to widen their
information about prospective borrowers by buying a
credit score along with the credit report. Credit scoring
lowers lenders’ costs of processing credit information
by allowing for specialization and associated economies
of scale. As explained above, this should be particularly
beneficial for SMEs.

Reciprocal Loan Guarantee Schemes

An interesting approach for dealing with the problems
that arise from imperfect enforcement and asymmet-
ric information entails bringing into the credit relation
agents who have privileged information and/or lever-
age over borrowers. Consider, for example, the case of
a group of suppliers and clients of a large manufactur-
ing firm. The large firm could guarantee a loan to the
supplier because the large firm has the leverage to im-
pose an extra cost on the supplier in case of default.
This could be particularly helpful when enforcement
of credit contracts is weak. In addition, the large firm

17 Given that credit costs less for large firms than for SMEs, this is
surprising; both parties could be better off by lowering the price
of the exchange and turning it into a spot transaction. This puzzle
requires more research.

18 In developed countries, there can also be nonrecourse discount
of invoices, in which case the seller does not have responsibility
once the invoice is discounted.



would provide such a guarantee only to suppliers that
have shown good management and reliable service and
whom they know are good subjects of credit. In other
words, the large firm would in effect bring its privileged
information regarding the supplier to bear in the credit
screening process.

Argentina has had some experience with recip-
rocal loan guarantee schemes, in which a number of
large firms (socios protectores) contribute through these
schemes to facilitate access to credit for their suppliers
and clients (socios participes). According to the Camara
de Sociedades y Fondos de Garantia Reciproca, nearly
4,000 SMEs have benefited from these schemes so far,
receiving guarantees for a total of nearly 400 million
dollars. In Argentina, the Law of Reciprocal Guarantee
Schemes includes fiscal incentives in order to induce
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the large firms to participate. In principle, however,
these schemes could potentially be of interest to all par-
ties involved, even without the need for fiscal incen-
tives, provided they are adequately designed.

Other Loan Guarantee Schemes

Reciprocal loan guarantee schemes are a particular type
of a larger class of schemes in which third parties pro-
vide a guarantee on the loans granted to SMEs. In the
more common type of loan guarantee scheme, a pub-
lic agency grants a partial guarantee on loans given by
a group of banks to firms satisfying particular condi-
tions (such as size, region, and industry). This type of
guarantee can be seen as insurance on the loan obtained
by the bank: the bank pays a fee to obtain the guaran-
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tee, and the bank still bears part of the risk because the
guarantee never covers the total loan.

Unlike reciprocal loan guarantee schemes, other
loan guarantee schemes do not have superior informa-
tion or leverage over the borrower. The question aris-
es, then, as to whether nonreciprocal loan guarantee
schemes can be justified on efficiency grounds. If banks
are risk-neutral vis-a-vis a small loan (either because
they are truly risk-neutral or because they can diver-
sify away such small risks), loan guarantee schemes can-
not be justified on the grounds that they reduce risk for
banks. Thus, loan guarantee schemes would not induce
banks to absorb the additional risk associated with lend-
ing to SMEs.

An argument for why loan guarantee schemes may
enhance efficiency has to do with bank regulations that
penalize banks for lending without appropriate collat-
eral.’” As a consequence, banks demand guarantees not
only to improve the incentives of borrowers to repay
loans, but also to avoid such regulatory costs of lending
without collateral. This may lead to credit constraints
on firms that lack assets that can serve as collateral. The
first-best response to this distortion would be to im-
prove banking regulation so that capital requirements
are appropriately determined by the risk of the bank’s
loan portfolio. If this is not possible, however, then a
loan guarantee scheme may be an efficiency-enhancing
second-best policy.2

The design and effective administration of a loan
guarantee scheme is a difficult task. Given that the bank
no longer bears full risk for loan decisions, this natu-
rally leads to moral hazard on the part of the bank, so
a question arises as to how the loan guarantee scheme
deals with this problem. One approach would have the
scheme review every petition for a guarantee to make
sure that the potential borrower is creditworthy. This
would be inefficient because it implies that the cred-
it review and risk assessment would be done twice. A
more efficient alternative would be for the loan guar-
antee scheme to establish a system whereby the fee
charged to banks for the guarantee would increase with
the bank’s default history. Alternatively, the scheme may
establish that banks with a default ratio above a certain
level would be ineligible to participate in the scheme.

Credit Subsidies and Onlending
Programs

Higher leverage leads to lower incentives to repay or
exert effort to improve the likelihood that the project
will be successful. Roughly speaking, a high interest
rate increases effective leverage by reducing the share

of profits retained by the entrepreneur. Thus, high in-
terest rates worsen the distortions associated with im-
perfect enforcement, bankruptcy costs, and asymmetric
information, leading to stronger credit constraints. This
implies that high interest rates have particularly nega-
tive consequences for SMEs. This argument also ex-
plains the intuition for why a small subsidy to the cost
of funds for banks could improve efficiency and access
to credit for SMEs.

As usual, however, the problem with this policy
conclusion is in the details. A small subsidy to the cost
of funds for banks would not necessarily improve effi-
ciency if banks do not behave competitively, as is likely
to be the case in Latin America. Moreover, the manage-
ment of a program of interest subsidies presents serious
challenges of agency design that would have to be care-
fully considered. Perhaps this is why, instead of simple
subsidies, governments usually implement onlending
programs, such as the one by the National Economic
and Social Development Bank (BNDES) in Brazil (Box
14.3). In these programs, a third party (usually a public
development bank or an international financial institu-
tion) provides funds at below-market interest rates to fi-
nance bank lending to groups of firms restricted by size,
age, location, or the gender of the entrepreneur. The
common practice is that the interest rate that banks can
charge on these loans can be no more than a few per-
centage points above the interest they pay for the funds.
In a way, this type of policy works as an implicit subsidy
but with strings attached, such that even with imperfect
competition among banks, it would still be the case that
banks pass the subsidy on to the intended firms.

Generating Expertise

Lending to SMEs is different from lending to large
firms. In the case of young firms, it is more difficult to
acquire information. Moreover, given the small size of
the loans, it does not pay for the bank to undertake a
detailed review of the creditworthiness of SMEs. Thus,
for SME lending to be profitable, banks must experi-
ment with new approaches and technologies for risk as-
sessment and loan management. The problem is that

1% This arises because bank regulation imposes capital require-
ments that increase with the risk associated with the bank’s portfo-
lio. Given that the assessed portfolio risk increases with the share
of loans that do not have proper guarantees, bank regulation im-
poses a cost to banks of lending without guarantees.

20 Loan guarantee schemes may also boost bank lending to SMEs
when the fees charged for the guarantees involve a subsidy.



such experimentation produces positive externalities
by generating knowledge that is difficult for the bank
to keep for itself. Trained agents can leave the bank to
work with competitors, for example, and new ideas are
easy to copy.

This justifies the provision of subsidized technical
assistance or outright grants to banks and other financ-
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ing agents to encourage them to explore new technolo-
gies and develop the necessary expertise in order to ex-
pand credit to SMEs. In fact, this is precisely what has
been done very successfully in recent years in the area
of microfinance. Perhaps it is time now to build on this
positive experience to implement a similar policy for
SMEs.
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~ FIFTEEN

Foundations of Housing Finance

N The Mystery of Capital (2000), Hernando de Soto

calculates that the value of real estate is worth

more than the gross domestic product (GDP). In
Peru, the value of real estate is 1.25 times the value of
GDP, and in Haiti itis 1.5 times. However, the value of
mortgage loans barely amounts to 2.9 percent of GDP
in Peru and is more than 10 percent of GDP only in
Chile and Panama. By contrast, in the United States
mortgage loans represent around 80 percent of GDP,
and the average for European Union countries is more
than 40 percent of GDP. Atrophied mortgage lend-
ing in Latin America is not only due to the low finan-
cial depth of the economies; mortgage lending is also
a modest fraction of the assets of the financial system
(see Table 15.1).

This chapter analyzes the causes of low housing
finance in Latin America, taking into account the expe-
rience with the main policy instruments that have been
used to broaden access to mortgage financing. These
include state mortgage banks, various subsidy systems,
and private mortgage lending systems. The issue is rel-
evant for economic growth and well-being because the
construction sector can be a powerful engine of eco-
nomic growth and housing ownership may be a source
of other desirable effects, such as reduced poverty and
improved civic behavior (Erbas and Nothaft 2002). In
addition, a smoothly functioning housing finance sys-
tem can contribute to the development of the financial
system and the capital market.

WHY THERE IS SO LITTLE HOUSING
FINANCE

Why the region has such low levels of mortgage financ-
ing is an intriguing question. Because housing repre-
sents the largest investment in physical capital made
by families and its usefulness lasts for decades and even
generations, it would be desirable for families to be able
to finance it over long periods. From the standpoint of
lenders, housing finance offers the advantage of a guar-
antee because, contrary to what happens with many

other assets, there is a market for used housing and a
house is an asset that depreciates slowly and cannot be
concealed. Four fundamental reasons explain why there
is little housing finance in Latin America and develop-
ing countries in general: (i) the inability of families to
pay, (ii) obstacles to using and recovering collateral in
the event of default by the borrower, (iii) the risk of
interest rate fluctuations, and (iv) the maturity risk as-
sumed by the lender in committing funds for the life of
the loan.

Inability to Pay

Inability to pay due to the low and unstable incomes of
potential borrowers is a major reason for the low level of
mortgage credit. Access to credit is strongly correlated
with income level. For example, Gandelman and Gan-
delman (2004) estimate that the probability of access to
mortgage lending rises 4 percent for every 10 percent
increase in household income, based on household sur-
veys for Uruguay. The problem is especially serious in
Latin America due to sharp income concentration in
the upper levels and high rates of poverty and informal
employment. Typically in the countries of the region,
the wealthiest 10 percent of the population receives half
the income, approximately half the population lives on
per capita income of less than two dollars a day, and
one of every two workers does not have a stable source
of revenue in the formal sector (IDB 1998; de Ferranti
and others 2004).

Although there seems to be no solution to the
problem of lack of access to credit due to inability to
pay, such an argument ignores the fact that a significant
proportion of low-income families own their homes. In-
deed, Figure 15.1 shows that home ownership not only
is high in the poorest income quintile in most coun-
tries, but differs little from the national average. Rates
of ownership have risen considerably over time: half a
century ago one of every three Latin American fami-
lies owned its own home, whereas today two in three
families are homeowners (Table 15.2). Thus, it seems
that insufficiency of funds has not prevented a signifi-
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FIGURE 15.1 Housing Ownership by Income Quintile
(Percentage of households)

Source: De Ferranti and others (2003).

cant increase in home ownership, despite low coverage
by formal credit.!

It might be that incomes are insufficient because
the housing owned by many people does not meet
minimum standards of quality. A growing percentage
of houses in large cities are in self-built neighborhoods
that initially lacked basic services and other minimum
conditions of quality. In Mezxico City in 1990, 60 per-
cent of the population was living in this type of neigh-
borhood, compared with only 14 percent in 1952. Lima
and Caracas have experienced a similar trend. However,

although self-built neighborhoods have gained impor-
tance, the quality of housing has improved according to
all available indicators (Gilbert 2001). Self-built neigh-
borhoods may have precarious beginnings, but they
tend to become normal neighborhoods, not only with
better infrastructure services, but also with better quali-
ty construction and a more finished appearance. Hence,
the usual case is not that a family cannot pay for a house,
but that it manages to do so over time, even without
borrowing from the formal financial sector. The capital
accumulated in informal housing, which cannot be used
as collateral to obtain a loan, is proof of a huge sav-
ings effort by middle and low-income families. De Soto
(2000) calculates that the value of informal urban hous-
ing in Latin America in 1997 was $1.63 trillion dollars,
or 82 percent of the region’s GDP that year.

Hence, inability to pay is one reason that is less
conclusive than is generally claimed as an explanation
for the low level of mortgage credit. Nevertheless, a
housing loan provider may perceive a high risk of non-
payment, even if the borrower has the ability to pay. A
reason why this may occur is the asymmetric charac-
ter of information, resulting from the fact that the bor-
rower cannot prove that his or her sources of income
are sufficient. Another reason is the instability of the
borrower’s income, which raises the risk of default on
installments, even when the borrower might have the
ability to pay while the loan is in effect.

1'The effectiveness of some informal lending mechanisms has been
the basis for the development of housing-oriented micro lending
systems, which are not the topic of this chapter. See Daphnis and
Ferguson (2004).



Among borrowers in Chile, the likelihood of mak-
ing payments on time drops by 5 percent when the
borrower does not have an employment contract and
hence is exposed to less stable income.? As substantal
as it is, the estimated rate underestimates the influence
that income instability ought to have on access to credit
because it comes from information on actual credit us-
ers, thereby excluding potential customers who did not
have access to credit.

Obstacles to Recovering Collateral

Difficultes in the use and recovery of collateral guaran-
tees may be the single most important reason why there
is so little mortgage financing. The absence of deeds
and deficiencies in deed registration systems works
against potendal borrowers and keeps them from us-
ing their property as collateral. These problems are es-
pecially serious in large cities in Latin America, where
most housing has been built in informal settlements.
De Soto (2000) highlights the importance of this issue,
calculating that two-thirds of the housing and building
stock in Latin America lacks deeds that could be used
for loan guarantee purposes.

Even homeowners who hold proper deeds may
not have access to credit or may have access only under
very onerous conditions because of the difficulty lend-
ers face in recovering the collateral when the borrower
defaults on the contract. Failure to meet these condi-
tions usually entails the lender’s evicting the people
living in the house. Although accepting the logic and
legality of such a decision, society tends both to cre-
ate controls to prevent wrongful eviction decisions and
to accept delays or alternative solution mechanisms to
avoid eviction. If these controls and practices are exces-
sive, loan contracts will lose credibility, and potental
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lenders will stop granting financing or will do so under
conditions unattractive to borrowers, thereby severely
limiting financing coverage.

Several recent studies indicate that recovery costs
are a serious problem in Latin America (Box 15.1 and
Table 15.3). In several of the countries examined, the
costs of recovering the guarantees absorb a quarter to
a third of the value of the debts and may take from one
to three years. Even where the costs are low, as in Peru,
lenders may incur large losses through the use and de-
preciation of the property. In other cases, such as in Bo-
livia, where the recovery process has been expedited,
the cost is high for low-cost properties, thereby in prac-
tice excluding from the market a large portion of po-
tental borrowers. Evidence on Argentina suggests that
poor functioning of judicial systems may severely affect
the costs and duration of recovering collateral and sub-
stantially reduce lending to families.

Real Interest Rate Fluctuations

"The third reason that may explain the lack of mortgage
credit is interest rate instability. The typical annual
variation in the real interest rate for borrowing is 5.3
percentage points in Latin American countries, where-
as in developed countries it is 1.6 percentage points.
In Argentina, Brazil, Ecuador, and Peru, the typical
real interest rate variation in the past decade was be-
tween 17 and 18 percentage points, and only in Belize
and Panama was it similar to or less than in developed
countries.’

Because the cost of borrowing on financial mar-
kets is unstable, the financial system prefers to trans-
fer this instability to those seeking credit. However, a
mortgage borrower may not be capable of undertaking
such a risk because the value of a house equals sever-
al years of a family’ income. According to UN Habi-
tat (2003) indicators, in Latin America the value of a
house equals around six years of average family income.
For example, if 80 percent of this amount is financed,
a 5 percentage point increase in the real interest rate
would mean that the typical borrower would have to
devote 24 percent more of his or her income to pay
this higher cost of indebtedness. Few families are in a
position to make such an adjustment to their budget.

2 Morandé and Garcia (2004) estimate this effect based on the 2000
CASEN (Encuesta de Caracterizacion Socioeconémica Nacional—
National Socioeconomic Characterization) Survey, which makes it
possible to isolate the influence of other borrower characteristics
(income level, in particular).

3 Calculations based on data from IMF (various years).
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Typical interest rate variations are even greater in some
countries.

If variations in the nominal interest rate reflected
only changes in inflation rates, interest rate risks for
borrowers could be corrected by indexing the amount
of the principal. For example, Chile and Colombia have
developed reladvely successful indexing mechanisms,
precisely because most of the variation in nominal in-
terest rates in these countries comes from inflation, so
that the volatility of the real interest rate is relatively
modest. Even in these cases, however, this is an incom-
plete solution because indexing the loan transfers the
interest rate risk to the creditor. Unless the creditor
can fund loans by borrowing capital denominated in
the same fashion, it will only be able to offer indexed
loans by charging borrowers a considerable surcharge
to cover that risk. Hence, the problem of interest rate
instability will ultimately be reflected in high financing
costs, which will severely constrain the mortgage lend-
ing market.

Maturity Mismatch

The instability of the macroeconomic environment af-
fects mortgage lenders not only because it increases in-
terest rate risk, but also because it raises the risk of ma-
turity mismatch. The problem comes from the fact that
the funding sources of the financial system are unstable
and mainly short term, while the mortgage portfolio is
long term. Even in a context of relative macroeconomic
stability, it is difficult for the financial system to convert
short-term deposits into long-term loans. In Colombia,
for example, for more than 20 years short-term depos-
its backed long-term mortgage financing. However, the
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system could be maintained only because of the constant
intervention of the central bank in providing liquidity
to the financial system whenever it needed it and be-
cause of the monopoly on short-term, interest-bearing
deposits enjoyed by lending companies. As soon as the
system of automatic supply of liquidity was dismantled
and banking competition increased, the system became
extremely fragile and collapsed in the mid-1990s.

ATTEMPTS TO RESOLVE MORTGAGE
LENDING PROBLEMS

State-Run Mortgage Banks

Latin American governments have been actively in-
volved in the housing finance market. The model ad-
opted since the early decades of the twentieth century,
which still persists to some extent in some countries,
was built around one or several savings funds and a state
bank. Regular contributions from government employ-
ees and other segments of steadily employed workers fi-
nanced savings funds for housing. Resources from these
funds were set aside to provide loans to the contributors
themselves at low interest rates fixed in nominal terms.

The state bank covered the rest of the middle-class
mortgage market with loans at a fixed nominal rate, fi-
nancing itself with long-term bonds that drew on sur-
pluses from other state agencies and scarce private long-
term savings in little developed and generally repressed
capital markets. In a number of countries, government
savings funds and mortgage banks were also financed
through forced investments imposed on the rest of the
financial system, outside financing sources, and occa-
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sionally transfers of fiscal resources. In addition to sav-
ings funds and state mortgage banks, some countries set
up other subsidized financing systems aimed at lower-
income borrowers and financed with general govern-
ment funds.

This model of housing finance was originally in-
tended to alleviate three of the four problems of hous-
ing finance in the region. Risks of nonpayment due to
insufficient and unreliable incomes were reduced by
contribution mechanisms in the funds, selection of loan
beneficiaries, and aggregation of many participants.
The model attempted to resolve the risks associated
with interest rate variations and maturity mismatch
through the use of fixed interest rates on the lending
side and through mandatory contributions and long-
term borrowing under privileged conditions on the de-
posit side. Although the model was successful in a num-
ber of countries for several decades, the effectiveness
of these solutions declined over time due to political
interference in lending decisions, macroeconomic in-
stability, and growing competition for long-term sav-
ings funds.

The recent fate of some of these traditional hous-
ing finance systems illustrates the nature and serious-
ness of the problems. In Peru, the Mutual Credit As-
sociation for Housing and the Central Mortgage Bank,
the two central pillars of the system, were officially lig-
uidated in 1993 after a decade of decline. High inflation
rates (as high as 7,649 percent in 1990) combined with
fixed interest rates eroded the value of assets. Fiscal
pressures induced the government to reorient a portion
of the funds of these institutions toward activities other
than housing finance and to severely cut back general
revenue funds for sustaining them. The loss of public
trust in the sustainability of these institutions prevented
them from competing in the deposit market (even by
paying higher interest rates). Thus, their share in the
deposit market fell from more than 50 percent in the
early 1980s to only 6 percent in 1990. With the close of
these agencies some years later, mortgage lending for
housing virtually disappeared, and it began to reemerge
only after 1995 with the development of mortgage lend-
ing by private banks (Eyzaguirre and Calderén 2003).

In Argentina, the National Mortgage Bank en-
countered problems in the 1980s. The fundamental
problem was its dependence on short-term funds (com-
ing primarily from government bodies) that were insuf-
ficient to cover the loans granted, which were for up to
25 years and had low nominal interest rates. This dis-
equilibrium forced the National Mortgage Bank to go
to the Central Bank of Argentina for financing through
rediscounts at high interest rates that were adjustable

for inflation. Despite the subsidized nature of the loans,
political interference and poor administraton led to
high delinquency rates. In 1987, when the National
Mortgage Bank was taken over, it had a default rate of
67.7 percent.

The crisis became so deep that it was resolved by
turning the National Mortgage Bank into a wholesale
bank in order to prevent it from being used for politi-
cal purposes. As a result, in the 1990s it helped rees-
tablish the mortgage lending system, which had been
destroyed by hyperinflation, by introducing innovative
instruments. These included savings bonds for housing,
which could be traded on the exchange and served as a
basis for gaining access to lending. In the late 1990s,
the National Mortgage Bank was reauthorized to make
direct loans and was partally privatized. By 2001 it was
once more the largest provider of mortgage loans, but
also the largest provider of mortgage loan insurance
and the largest mortgage manager in Argentina. That
made it an interesting example of vertical integration in
the mortgage industry (Cristini and Moya 2004).

In Uruguay, the state-owned Mortgage Bank of
Uruguay has dominated the housing mortgage lending
market, recently with a share of more than 80 percent,
although private banks have made forays into the mar-
ket. The Mortgage Bank of Uruguay has enjoyed three
major advantages: (i) the use of indexed units for adjust-
ing the value of loans, thereby protecting its assets from
inflation; (ii) a special regime for recovering collateral,
which gives it a huge advantage over private competi-
tion because it is exempted from the foreclosure pro-
cess;* and (iii) a system for selecting borrowers based on
their savings capability as proven by their deposits in the
bank. Despite the first advantage, the bank has serious
problems of mismatch between lending and borrowing
because it borrows most of its funds not in indexed units
but in short-term dollars. Despite the second and third
advantages, the bank displays very high rates of default,
several times those of private banking, because of the
influence of nontechnical criteria in lending decisions
and the bank’s debt collection and recovery practices.’

* Under what is called the public system, borrowers can be promis-
ing buyers, rather than homeowners. But even when they are home
owners, the Mortgage Bank of Uruguay has exceptional power to
take possession of the house and to sell it to the best bidder with no
court intervention. See Gandelman and Gandelman (2004).

5 Between June 1992 and December 2001, average loan delin-
quency in national currency at the Mortgage Bank of Uruguay was
17.2 percent, compared with 2.4 percent in private banks (not only
mortgages, but all kinds of loans); calculations are based on statis-
tics from Gandelman and Gandelman (2004).



Despite its advantages, the Mortgage Bank of Uruguay
is involved in a restructuring as part of an agreement
with the International Monetary Fund (Gandelman and
Gandelman 2004).

Hence, although government banks were designed
to alleviate several of the central problems facing fi-
nancing for housing, the mechanisms for solution have
not been effective in the face of conditions of macro-
economic instability, growing competition for savings
resources, and interference in lending decisions on the
basis of nontechnical criteria.

Subsidy Systems

Subsidies are an attempt to solve the problem of the
inability to pay. For the purposes of this chapter, the
relevant subsidies are those that seek to facilitate access
to financing. Nonetheless, it is convenient to place sub-
sidies in the context of the housing subsidy system as a
whole. In the pastin Latin America, subsidies were com-
monly provided through mechanisms that did not use
public funds efficiently or that caused distortions in the
housing market. Among the more common practices,
the public sector constructed houses to be sold at below
market value, granted subsidies (directly through trans-
fers or indirectly through preferential access to permits
or services) to builders of housing for social programs,
and set price controls on construction materials.

These solutions were not very effective because
they diverted fiscal resources toward middle or upper-
income groups, became sources of corruption, hindered
the development of sectors supplying building services
and materials, and diminished the supply of housing for
the working-class population. For these reasons, the
current thinking is that subsidy policy should be based
on transparent subsidies, focused on the poor, and ori-
ented to subsidize people rather than housing. Subsi-
dies should aim at making the market operate smoothly
and seeking to avoid the negative externalides that can
hinder the development of the housing supply, building
materials, or financing (Mayo 1999). Beyond these gen-
eral principles, the effectiveness of subsidies depends on
the characteristics of the programs and the institutional
and cultural context in which they operate (World Bank
1993).

Until the 1990s, the most common subsidy systems
for facilitating access to financing for housing consisted
of government agencies granting loans at below-market
interest rates for the purchase of new houses built un-
der government contract. The trend has been to move
away from this practice, which suffered from the prob-
lems mentioned, toward direct subsidies to buyers. Di-
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rect subsidies, combined with other tools for reducing
risk to creditors, seek to facilitate access to lending that
is not necessarily subsidized.

Chile has extensive experience in the design of
housing subsidies that seek to facilitate access to financ-
ing and that are part of an ambitious social housing
policy. The government has subsidized more than 60
percent of the housing built since 1990 (Morandé and
Garcia 2004). The country’s most important program
provides help for purchasing finished houses. It consists
of a direct, one-time loan to a buyer who has demon-
strated the capacity to save and can presumably assume
the debt to finance the remaining value of the house.®
Other programs provide assistance for the development
of step-by-step housing (that is, gradual improvement,
usually by self-building), rural housing, and specific
groups of beneficiaries.

Despite the declared emphasis on targeting low-
income families, the results of Chile’s housing programs
have been limited: only 24 percent of the beneficiaries
of these programs come from the poorest quintile, and
only 22 percent from the next quintle (according to
information for 1998; see Morandé and Garcia 2004).
The value of the subsidies may be even less progres-
sively distributed, given the emphasis placed on savings
capacity for selecting participants. Another problem
is that the programs that offer financing through the
Ministry of Housing have not been able to escape the
problem of delinquency. Between 1998 and 2002, the
delinquency rate of the portfolio held by the Ministry
averaged around 66 percent.

Although the programs are designed to resolve the
problem of inability to pay, they are not immune from
moral hazard, which in this instance consists of the ben-
eficiary of a state loan modifying his or her behavior
because the state is a poor bill collector. Indeed, econo-
metric studies by Morandé and Garcia (2004) show that,
controlling for individual variables that can affect abil-
ity, participants in official programs are considerably
less likely to pay their debts properly. This behavior re-
inforces the regressivity of the housing subsidy system
because, as a result of delinquency, the beneficiaries of
these programs receive a total subsidy thatis 50 percent
higher than the beneficiaries of the step-by-step hous-
ing subsidy, who are poorer and cannot obtain loans.

Other problems with Chile’s programs include mal-
adjustment to demand and the distortions generated in
markets for land and used housing due to the predomi-

¢ Eligible houses are those constructed by private builders under
the supervision of the Ministry of Housing and Urban Planning,
and until recently the loans were granted directly by the Ministry.
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nance of the Ministry of Housing in construction deci-
sions. For these reasons, the Ministry of Housing and
Urban Planning reformed the programs as of 2002 with
a view to better targeting and decreasing the pardcipa-
tion of the public sector in housing loan contracting and
financing. From the standpoint of access to financing,
the fundamental change is that loans are made by the
financial system. To achieve this, the program envisions
directly subsidizing the fixed costs of issuing loan con-
tracts and the portfolio discount risks arising from banks
refinancing loans by issuing mortgage-backed securites.
In addition, the government grants auction insurance to
cover the difference between the yield of the sale and
the guaranteed value of the debt in default.

Peru has recently experimented with an interest-
ing variety of programs that seek to improve access to
financing for lower-income borrowers (Eyzaguirre and
Calderén 2003). For example, the Materials Bank pro-
vides loans for self-built housing to families or groups
organized under a project sponsor. Like other pro-
grams in which the lender is a government body, this
one also has a high rate of delinquency (39 percent in
2002), which leads to constant losses that use up the
assets and undermine the original design of the pro-
gram as a rotating fund. Seeking to overcome this prob-
lem and aiming at a somewhat higher income level, the
Mortgage Fund for Housing Promotion (Mivivienda)
was set up in 1999.

Mivivienda allocates funding under subsidized
conditions to private banks, which then handle making
loans for purchasing low-cost housing and assume risks
for nonpayment, but not maturity mismatch or interest
rate risks. To encourage payment discipline, the pro-
gram offers an ongoing 20 percent discount on month-
ly obligations to borrowers who are up to date. Even so,
the program has not been very successful. As of 2002,
it had allocated only around 20 percent of its funds and
financed less than half of the 12,500 houses that had
been proposed as a goal for the first year. In 2002, Mi-
vivienda launched the Techo Propio (Your Own Roof)
program, which is similar to the new version of the
Chilean program described above. Techo Propio seeks
to grant direct, one-time subsidies to families that con-
tribute from their savings 10 percent of the value of the
house so that they can gain access to loans granted by
financial institutions.

The cases of Chile and Peru are representative of a
recent trend that also extends to other countries, name-
ly, providing a direct, one-time subsidy to home buyers
so that, by tapping into their own savings, they can gain
access to lending provided by the private financial sys-
tem in order to purchase housing (see Table 15.4). In

some countries, the subsidies are portable, which means
that they are not tied to one solution or specific housing
project. However, even when the subsidy is not por-
table, the housing projects do not have to be chosen or
contracted by the state. This practice, which was com-
mon in the past, is now quite the exceptdon. Instead,
programs have evolved toward allowing informal con-
struction in order to reach lower-income groups.

Some programs do not envision special financing
mechanisms through the financial system, either be-
cause they grant financing through a government agen-
cy (such as the Mortgage Bank of Uruguay) or because
there are no conditions other than access to regular
lending by the financial system for the beneficiaries of
these programs (such as in Costa Rica and Guatemala).
To improve access to credit, special financing mecha-
nisms through the financial sector may envision below-
market interest rates. Lower rates can be obtained, for
example, when the banks refinance loans in second-tier
entities that channel treasury funds or whose financing
sources offer lower rates than those from which the sys-
tem borrows (such as the Mivivienda program). More-
over, in a few cases, such as that already mentioned
above in Chile, the government provides subsidies for
the financial system to cover fixed costs or risks that
could inhibit intermediaries from making the relatively
small loans needed by low-income families.

Private Mortgage Lending Systems

Public systems blocked private mortgage financing sys-
tems until the 1990s when financial liberalizadon and
privatization increased the importance of private sys-
tems. Except in Chile, Panama, and to a lesser extent
Colombia, the development of private housing finance
systems has been very limited, especially because of the
problems associated with recovering collateral guar-
antees and the conditions of macroeconomic stability
common in the countries of Latin America.

Major transformations in housing finance systems
took place in a number of Latin American countries
in the 1990s, when development of mortgage financ-
ing was driven by financial liberalization and greater
macroeconomic stability in the region.” Competition
between finance companies grew, the credit supply ex-

7 Liberalization policies in the 1990s were characterized by the lift-
ing of restrictions on the entry of foreign participants into financial
markets, privatization of banks, elimination of barriers to the entry
and exit of capital, and elimination of interest rate controls. IDB
(2001) and Galindo, Micco, and Ordofiez (2002a) examine the ef-
fects of financial liberalization on credit in more detail.
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panded, the cost of credit tended to decline, and the
structure of payment periods increased. All these ele-
ments were central to the operation of mortgage lend-
ing markets.

Argentina and Peru offer particularly noteworthy
instances of deepening of mortgage lending. It doubled
in Argentina, increasing from less than 2 percent of
GDP in 1991 to 4.2 percent of GDP in 2000 (Cristini
and Moya 2004). In Peru, it increased from practically
zero in the early 1990s to more than 3 percent of GDP
in 2002 (Eyzaguirre and Calderén 2003). In both cases,
the noteworthy growth in lending was made possible by
the decline of inflation after the hyperinflationary crises
of the 1980s and greater competition in the financial
sector, which also helped lower interest rates.

Significant changes also occurred in the composi-
tion of mortgage lending. Whereas in the early 1990s
the main lender in Argentina was the state through the
National Mortgage Bank, by the end of the decade, pri-
vate banks supplied 70 percent of all mortgage lending.
This was due not only to the privatization of the Na-
tional Mortgage Bank in 1999, but also to the aggres-
sive participation of foreign (especially Spanish) banks
in this market. Unfortunately, the subsequent crisis
brought this successful experience to a halt.

Like Argentina, Bolivia and Peru underwent a
great change in the structure of the housing lending
market. In Bolivia, the reform process began in the
mid-1980s and included the closing of the main pro-
viders of mortgage loans, which were two government
banks: Banco de la Vivienda and Banco del Estado (see
Morales 2003). Peru witnessed privatization and the
entry of foreign banks in the 1990s. Currently, all lend-
ing for housing in Peru comes from private banks, with
Banco Santander of Spain leading the way by far.?

Private mortgage lending systems have responded
to the four fundamental problems of mortgage financ-
ing with a variety of innovations and successes. On the
problem of inability to pay, progress has been quite mod-
est. Mortgage lending from private finance entities has
generally been concentrated on the middle and upper-
income strata; see Cristini and Moya (2004) for the case
of Argentina, Morales (2003) for Bolivia, and Morandé
and Garcia (2004) for Chile. Even so, in Argentina, the
development of credit information registries (credit bu-
reaus) and their growing use by finance companies to
evaluate borrowers’ ability to pay has improved access
to housing loans. The same thing has happened in Co-
lombia and Mexico, where the quality and credibility of
information systems has improved over time.

In some countries, financial and contractual inno-
vations have emerged to alleviate guarantee recovery

risk. Leasing has been a notable innovaton in which
the lender retains ownership of the property purchased
untl the borrower finishes paying off the obligations.
In the event of default, the legal process of foreclos-
ing on the defaulting borrower is avoided, and the pro-
cess is simply a matter of removing the residents. In
addition, leasing guarantees the creditor the assurance
that the property will not be used as collateral for other
loans.? Curiously, the leasing system is more common
in Chile, where guarantee recovery systems are less dif-
ficult. However, as a rule it is not used much for several
reasons: (i) it does not reduce the risks of interest rate
variation or maturity mismatch, (ii) it entails high ad-
ministrative costs and hence accentuates the problem of
inability to pay, and._(iii) it does not offer the borrower
enough legal certainty.

Another innovation focused on relieving the prob-
lem of guarantee recovery is a mortgage trust, which
already exists in many countries. A trust facilitates the
expropriation process and lowers transaction costs by
avoiding the public registry whenever there is a change
in ownership of the property. In this arrangement, as
in leasing, ownership of the property remains in the
hands of the lender until the borrower finishes paying.
For similar reasons, it is not an attractive alternative for
borrowers.

The most interesting developments in private
mortgage financing systems may have to do with in-
terest rate risk management in which loan amounts are
denominated in units other than the legal currency. Ar-
gentina, Bolivia, and Peru have developed mortgage fi-
nancing in dollars; Brazil, Chile, Colombia, and Mexico
have set up instruments indexed to the general price
index or workers’ wages.

In Latin America, financial dollarization is not
limited to mortgage financing; it basically involves a
process of asset substitution in which agents make use
of dollar-denominated instruments to protect them-
selves from inflation (see Levy-Yeyati 2003 and Galindo
and Leiderman 2003). When depositors choose to save
in dollars, banks are induced to lend in dollars as well,
in order to reduce the risk of currency mismatch (see
Galindo and Leiderman 2003). However, mortgage
lending tends to be more dollarized than other loans,
perhaps because houses are more likely than other

8 Tn other Latin American countries, such as Colombia and Mexi-
co, similar changes took place in the 1990s.

9 Verifying the use of properties as security for multiple debts can

be a thorny problem in countries with poorly developed property
registries.



goods to be traded in dollars (Cristini and Moya 2004;
Morales 2003). Because it also protects against inflation-
ary uncertainty, dollarization reduces interest rate risk.
However, dollarization creates a new risk because bor-
rowers rarely have incomes in dollars that would enable
them to counteract the risk of an increase in the real in-
terest rate. This risk, which is often ignored by financial
entities, may lead to serious portfolio problems. Studies
by Eyzaguirre and Calderén (2003) and Morales (2003)
for Peru and Bolivia, respectively, show that indeed de-
linquency rates increased sharply in 1998—-2000, when
the real interest rate rose in those countries.

Another alternative for reducing interest rate risk
consists of tying the value of loans not to the exchange
rate, but to the behavior of the general price index, as
in Colombia or Chile, or to wage trends, as in Mexico.
The Colombian indexation system, created in 1974,
was the basis for a successful mortgage financing sys-
tem that attained significant levels of depth (14 percent
of GDP) before entering a crisis in the late 1990s. Fi-
nancial intermediaries specializing in mortgage financ-
ing (savings and housing corporations, CAVs by their
Spanish acronym) competed with the banking system
in borrowing funds but were able to borrow in indexed
units (constant purchasing power units), which gave
them a monopoly on demand deposits.

Regulatory and technological changes in the 1990s
dissolved the mortgage financing monopoly in Colom-
bia. Competition between the savings and housing cor-
porations and the banks for short-term loan funds led
economic officials to link the value of the indexed units
to the short-term interest rate.’* In trying to solve the
problem of funding housing finance agencies, all the
interest rate risk was passed on to the borrowers. The
system continued for several years, but in 1999 a deep
macroeconomic crisis led to sharp increases in the in-
terest rate that were reflected in the balances of mort-
gage debts because of the indexation system. Declining
real housing prices caused an unprecedented increase in
the ratio between the value of the debts and the value of
collateral, which reduced borrowers’ incentives to pay
their debts.!! The system collapsed under a delinquen-
cy rate of more than 20 percent. It could survive in an
environment of relative stability and little competition,
but it was not an adequate system for the voladlity typi-
cal of Latin American countries, which until then had
spared Colombia.

The Colombian case makes evident the need to
find a combined solution to the problems of interest
rate risk and maturity mismatch risk. Colombia might
have been able to avoid many of the problems if it had
alternative long-term financing sources also denomi-
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nated in indexed units. Chile also has a mortgage fi-
nancing system based on an inflation-indexed unit of
account, but with two major differences from Colom-
bia’s. One, the unit of account is strictly tied to inflation
and has not been manipulated at all. Two, as opposed
to in Colombia, in Chile practically the entire economy
functions in indexed units of account, a practice that
avoids the liquidity problems caused by competition
between deposits in indexed units and deposits in pesos.
The system in Chile may be regarded as the most suc-
cessful in Latin America, not only because of its depth
and strength during difficult macroeconomic episodes,
but also because it depends very little on short-term
borrowing.

The fourth risk factor mentioned earlier was han-
dling the maturity mismatch between bank lending
and borrowing. Only Chile has a system with long-
term resources for financing mortgage lending through
mortgage-backed securities and mortgage loans, most
denominated in indexed units of account. The secu-
rities are financial instruments issued by a bank and
backed by a set of mortgages. They are issued to the
bearer and redeemed by payment of periodic coupons
(usually quarterly), which include amortization of prin-
cipal and interest. The security also has the guarantee
of the issuing bank, linking the risk primarily to the
bank and secondarily to the portfolios of borrowers.!?
Mortgage bonds are another instrument that is backed
by a specific loan and may be issued by banks or any
other creditor. The solvency of the borrower and the
quality of the guarantee (of the issuing bank) back the
loans. Mortgage bonds are tradable and their valuation
is determined by discounting the flow of dividends to
which the borrower is committed. Recently, issuers of
mortgage bonds are also starting to securitize them in
order to reduce the individual risk of each asset and
bring about greater solvency.

Although there is a long tradition of these instru-
ments in Chile, the great impulse for the development
of mortgage financing markets took place in the early
1980s. Private pension funds were the main purchasers

10 Previously, liquidity gaps of the savings and housing corpora-
tions were resolved with liquidity funds from the central bank,
thereby limiting the effectiveness of monetary policy.

11 Cdrdenas and Badel (2003) have proven the importance of this
relationship econometrically: for each 1 percent increase in the ra-
tio between the debt and the value of the property, delinquency
rises by 0.14 percent.

12 The notes are standard instruments and are denominated in 10,
20, 100, 200, and 500 development units. They vary according to
the interest rate, amortization arrangement, and maturity of the
loans backing them.
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of mortgage-backed securities starting in 1982, invest-
ing around 20 percent of their portfolio in them.!* The
existence of pension funds not only guarantees a prima-
ry market, but to a great extent stimulates the creation
of a secondary market inasmuch as the funds periodi-
cally need to make adjustments in their portfolios. Re-
cently, pension funds have also been permitted to buy
securitized mortgage bonds, giving new momentum
to this market. Through the use of such instruments,
Chile has succeeded in creating a housing finance sys-
tem that does not depend on short-term macroeco-
nomic fluctuations.

Other countries are attempting to lessen the prob-
lem of maturity mismatch. The most advanced are Co-
lombia and Mexico, which have established agencies for
securitizing mortgage lending. Titularizadora Colom-
bia (in Colombia) and Sociedad Hipotecaria Federal
(in Mexico) have already successfully issued mortgage
bonds. Peru and Bolivia are taking initial steps in the
same direction, striving to base programs on capital
markets that are still not very deep in order to extend
the funding periods and limit the risk of maturity mis-
match.

These experiences, especially the Chilean one,
emphasize a crucial point: a robust and deep capital
market is good for the housing market because it pro-
vides long-term savings funds and mechanisms for risk
reduction that are essential for financing housing. At
the same time, however, a smooth-functioning housing
market is key to the development of the capital market
because it provides low-risk, long-term assets that ul-
timately can support the creation of profitable invest-
ment instruments.

FOUNDATIONS OF A HOUSING FINANCE
SYSTEM

Financing for housing is scarce in Latin America be-
cause of the four basic types of risk. Nonpayment risk
reflects individual characteristics of borrowers. Col-
lateral risk is of an institutional nature. The other two
types of risk result from the macro and financial envi-
ronment of the economy. A successful housing finance
strategy must deal with these four problems simultane-
ously.

Explicit and Focused Subsidies

Due to low average income levels and high income con-
centration, inability to pay is a constraint on access to
mortgage lending in Latin America. However, this ar-

gument should not be exaggerated: many low-income
families manage to build a decent house for themselves
over a period of years, even though they do not have
access to credit. A system of explicit and focused sub-
sidies can improve access to credit for families with a
limited ability to pay. The problem of access depends
on the ratio between the actual price of the house and
the family’s regular income. Of course, subsidizing the
price of the house, its materials, or interest rates would
improve this ratio, but experience has shown that these
mechanisms are not effective for sustainably resolving
the problem of access. They open the way to signifi-
cant diversion to families with the ability to pay, distort
housing markets by limiting the supply of housing for
low-income families, and do not ensure the financial or
administrative stability of the institutions responsible
for lending.

The best current practices consist of granting
one-time subsidies directly to families that belong to
the target socioeconomic stratum and have savings that
show that they are disciplined and have the ability to
pay. Naturally, families that lack this ability can still be
beneficiaries of housing subsidies, but they should not
have access to credit. To avoid the distortions generated
by government interference in housing supply, it is not
a good idea to tie direct subsidy programs to a prese-
lected supply of houses or to limit subsidies to finished
or new houses. Given their target population, direct
subsidies to housing should open up options for solu-
tions that, even if not ideal, may be the most suited to
the needs and possibilities of the beneficiaries.

The program of direct housing subsidies should
take into account how beneficiaries are going to have
access to credit. In the light of past experience, it is not
necessary or advisable that the lending institution be a
state agency. Instead, the program needs entities capa-
ble of putting together and managing mortgage portfo-
lios with risk management criteria. However, mortgage
lines of credit in the private financial system are not suf-
ficient, because the conditions of these lines may keep
low-income families from having access to financing
because of the high fixed costs of information and reg-
istration and the high relative costs of risks of default.

Some countries have made an effort to resolve
these problems by requiring the financial system or pri-
vate mortgage banks to set aside a certain percentage
of loans for housing for social programs. This is gener-
ally not a good solution because it does not respect the

13 Today private pension fund assets represent more than 60 per-
cent of GDP.



fact that not all banks are familiar with, or interested
in, the low-cost housing niche, nor can they be effi-
cient in it. It is a better idea to establish lines of credit
that are more attractive from a financial standpoint for
those banks with relative advantages in this market. To
improve the attractiveness of such financing, credits
may be partially refinanced with funds obtained at a
second-tier financial entity, which in turn has obtained
the funds in preferential markets (financing from mul-
tilateral agencies, for example) or receives explicit fis-
cal transfers for that purpose. If competitive conditions
on the mortgage lending market permit, banks should
have freedom in the rates that they charge borrowers
above and beyond the costs of these second-tier funds.
Such a procedure provides an incentive for the most
efficient banks to keep assets in the program.

To resolve the problem of high fixed information
and registry costs and the high relative costs of default
risks, it is not enough that banks have access to cheap
funding for refinancing loans. As Chile and Mexico are
beginning to experience, the solution may consist of
directly subsidizing intermediaries for these costs. For
example, it would be desirable to subsidize the costs of
issuing lending contracts, the costs of real estate reg-
istration, and court costs of foreclosure and auction of
properties in the event of failure to pay. The risk factors
that may discriminate against small mortgage borrow-
ers include the risk of errors or gaps in the history of
the deed registration of the real estate or land and the
risk of the auction of foreclosed real estate producing a
sum less than the amount of the loan. In designing such
subsidies, care should be taken not to reduce the incen-
tives for banks to monitor the quality of their portfolio,
because there is a risk of replicating the same old prob-
lems of delinquency and unsustainability of previous
government lending systems.

Property Rights and Creditor Rights

Because houses are durable goods, cannot be concealed,
have developed secondary markets, and have a use value
for other people, they are potentially a good loan guar-
antee. However, mortgage lending represents a tiny
fraction of the value of the total housing supply and the
credit operations of the financial system. This appar-
ent paradox is largely due to the difficulties and costs
imposed on creditors in repossessing houses offered
as collateral when nonpayment occurs. Typically, such
costs consume between a third and a fourth of the val-
ue of the loans guaranteed. This means that the rights
of mortgage lenders are weakly protected. As happens
more generally with the total credit supply, there tends
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to be less mortgage financing supply where creditors
are less protected.

An alternative solution to these problems would
be to create nonjudicial procedures for speeding up
processes of collateral guarantee recovery. Some coun-
tries allow loan contracts to provide for this procedure,
thereby significantly reducing recovery costs and time.
Another alternative mechanism is to postpone final
granting of the deed untl loan obligations have been
met, and hence legal ownership of the property remains
in the hands of the creditor in the event of default. This
is a less adequate solution because it does not offer the
borrower sufficient legal security. A more complete so-
lution consists of thoroughly reforming the legal pro-
cedures so as to offer both parties effective protection,
without ruling out the option of nonjudicial procedures.
Reform of the legal procedures should also provide for
creating courts specialized in these procedures and in-
troducing competition between private firms devoted
to auctioning real estate under the oversight of the ju-
diciary.

Even if guarantee recovery processes operate
smoothly, they may present obstacles to access to mort-
gage credit for low-income families because they repre-
sent a fixed cost. Hence, it is advisable to subsidize this
cost as part of a focused subsidy program.

Other programs of a legal and administrative na-
ture limit the use of a house as a loan guarantee. In
large Latin American cities, where nearly half the
houses were built in what were originally illegal neigh-
borhoods, many properties are not deeded, and hence
they cannot be used as collateral. In Lima, 24 percent
of the approximately 200,000 families who received
deeds in 1998 and 1999 went to the financial system
to expand or remodel their houses shortly thereaf-
ter (Gilbert 2001). Although the evidence is not very
conclusive, granting deeds may also produce other ef-
fects, such as improved homes, broadened markets for
used housing, increased family mobility, and increased
workforce participation.

Protection from Interest Rate
Instability

Interest rate instability militates against the develop-
ment of the mortgage lending market. Even in devel-
oped countries, mortgage financing at fixed interest
rates only prevails in a few cases because it can firmly be
established only where there is a long tradition of mac-
roeconomic stability and financial development. Re-
cently in Latn America, only Chile, Mexico, and Peru
have developed debt markets in domestic (nonindexed)
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currency at a fixed rate with maturity greater than five
years. Indexing mortgage debts is a more promising so-
lution to this problem than dollarization. During peri-
ods of moderate inflation, indexation may be successful,
provided the indexation rule is credible and stable, as
shown by the contrast between the cases of Chile and
Colombia in the 1990s.

Nevertheless, the indexation system does not guar-
antee success, which requires the development of stable
sources of long-term saving that are also indexed so as
to avoid problems of maturity mismatch. In Chile, this
was made possible by the emergence of institutional in-
vestors, a development spurred by the pension system
and high sustained rates of growth. The main risk faced
by indexed financial systems is that indexation spreads
to the rest of the economy. Chile and Israel have had to
struggle with deep-rooted practices of wage indexation
that have limited the effectiveness of monetary polices
and reduced labor market flexibility, with unfavorable
consequences for employment.

Financing systems based on indexed instruments
are more justified when the infladon rate is persistent
and the credibility of the monetary and fiscal policies is
taking firm hold. Currently, the region as a whole has
reached low infladon levels; hence it could be thought
that there is no need to strive to develop markets in
long-term financial instruments indexed to the price
level as an intermediate step toward achieving long-
term markets in domestic currency. However, current
inflation levels are not necessarily a guarantee of future
stability, particularly taking into account the fiscal fra-
gility of some countries. From this perspective, it is rea-
sonable to allow the development of indexed mortgage
lending, provided it is financed with instruments that
are also indexed, with a high proportion of them being
long term.

Long-Term Financing and Capital
Markets

There is no getting around it: the sustainability of
mortgage lending systems requires long-term financing
sources, and this entails the support of the capital mar-
ket to mobilize savings funds. In addidon, good mort-
gage lending systems that provide profitable long-term
investment opportunities may in turn contribute to the
development of the capital market.

Who the long-term investors can be and in what
instruments they could invest are two central questions
that must be answered in a mortgage lending devel-
opment strategy. In most countries, the investors al-
ready exist: they are the insurance companies and pri-

vate pension funds that have long-term savings seeking
profitable and safe investment options. Still needed are
long-term financial instruments. International experi-
ence suggests what might be the most viable options
for achieving it.!*

The most important world trend is the securit-
zation of mortgage loans. There are two major ways
to do this: (i) through the issuance of bonds by financ-
ing institutions backed by their mortgage portfolio and
their own net worth, and (ii) through the issuance of
mortgage-backed securities by some nonlending insti-
tution. European countries prefer the former arrange-
ment; the United States mostly uses the latter method.
Some Latin American systems, such as those in Colom-
bia and Mexico, have drawn inspiration from mortgage-
backed securities.

Under the European system, the banks lend for
the long term and issue a bond backed by their own
mortgage loans. In practice, the guarantee given by the
loans is less important than the guarantee provided by
the capital of the issuing banks. In this system, the bank
maintains the loan on its balance sheets and assumes
the credit risk. Hence, this system requires capital levels
high enough to deal with the credit risk and needs ap-
propriate regulation for appraising that risk and a solid
and modern bank oversight system to guarantee that
those levels are maintained. Through this system, Eu-
ropean banks finance 19 percent of the loans in their
mortgage portfolio. However, 62 percent of loans are
financed with deposits, some of which are short term.?
"This suggests that it is not necessary for all mortgage
lending finance resources to be long term. However,
the more unstable the macro environment, the greater
the risks of short-term financing, and hence the more
important it is to develop long-term instruments.

In the mortgage-backed securities system, mort-
gage loans are not kept in bank balances. The financial
instituton making the loan sells it to a securitization
agent shortly after issuing it. In the case of the United
States, mortgage banks keep the loan on their balance
sheets for one or two months at most and then sell it to
some securitization institution. The main institutions
of this type are Ginnie Mae, Freddie Mac, and Fannie
Mae, which, although they are private, are perceived
as government-guaranteed entities. The loans are se-

1“ For a more detailed and complete description, see BBVA Ban-
comer (2003).

15 The balance of funding comes from savings accounts (5 percent),
mortgage-backed securities (1 percent), and other sources (13 per-
cent). Information from the European Mortgage Federation (cited
by Hardt 2003).



curitized by these institutions and sold on markets that
enjoy a great deal of liquidity. In this arrangement, the
investor assumes credit risk.

This system became popular in the United States
in the 1980s, when most mortgage lending was financed
with short-term deposits. A sharp increase in interest
rates in the early 1980s, which had serious repercus-
sions for the stability of the financial system, led to
the development of this new system. Today, practically
the entire mortgage system is financed by mortgage-
backed securities.!¢ In Europe, mortgage-backed secu-
rities have begun to develop, but their growth has been
slow because of regulatory frameworks that hinder
their expansion. International experience suggests that
this type of system is not built overnight because of the
following complex macroeconomic and institutional re-
quirements:

® A stable macroeconomic environment that
prevents generalized fluctuations in the ability of bor-
rowers to repay and limits the uncertainty of investors

¢ Solid securitization institutions with access to
capital that guarantee a high risk qualification of their
issues and that provide investors with guarantees

¢ An adequate legal framework to guarantee
property rights and enable lenders to enforce their
rights to collateral in the event of nonpayment, without
INCUTTING €XCESSIVE COSts

¢ Standardized loans with homogeneous con-
ditions that can be easily securitized so that flows are
highly predictable by investors

¢ Risk appraisal techniques that are put forward
and tested by the banks originating the loans and backed
by banking supervisors, thereby assuring investors that
there is a credible and valid process for selecting the
borrowers of the loans backed by the securities

¢ Smoothly operating property registries so that
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transfers of ownership can be carried out efficiently and
at low cost

® An adequate system for appraising the value of
housing (thereby also helping to broaden the real estate
market and make it more transparent)

® A tax system that does not discourage financial
transactions and that facilitates the transfer of risk as-
sets to entities capable of managing them.

CONCLUSION

A strategy for financing housing must deal with the four
fundamental problems limiting mortgage lending: low-
income families’ lack of ability to pay, guarantee recov-
ery, interest rate fluctuations, and maturity mismatch.
To some extent, each of these problems is rooted in
deep problems of a distributional, institutional, or mac-
roeconomic nature that go beyond the realm of financial
policies and the housing sector. Hence, the possibilites
for developing lending for housing will always be lim-
ited by the degree of development of the country and
by the characteristics and depth of its capital markets.
The potential is limited, but not determined, because
proper understanding of these problems makes it pos-
sible to design subsidy and incentive systems, financing
institutions, and instruments and financing policies that
considerably improve access to credit and broaden the
supply of long-term financing for housing.

Although it is an illusion to think that housing
loans in Latin America could reach 70 or 80 percent of
GDP as in developed countries, past and recent experi-
ence in a number of Latin American countries suggests
that rates of 20 percent of GDP are not impossible.
This modest goal would require that the current size of
housing finance systems be multiplied several times in
most countries of the region.

16 Fannie Mae handles 39 percent of issues, Freddie Mac 29 per-
cent, and Ginnie Mae 9 percent. Other private companies have
only a 23 percent share of issues (BBVA Bancomer 2003).
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The Challenges of Basel 11

HE new international accord on bank reg-

ulation and supervision, Basel II, is due to

be finalized in 2004 for implementation in
member countries of the Basel Committee for Bank-
ing Supervision before the end of 2006. As no country
in Latin America and the Caribbean is a member of
the Basel Committee for Banking Supervision, and the
International Monetary Fund (IMF) and the World
Bank have said that implementing Basel II will not be
considered a requisite in terms of their financial sec-
tor assessments, whether the region should adopt the
new accord is an open question.! At the same time,
countries in the region all claim that they calculate
capital requirements according to the Basel I meth-
odology, and in terms of its international acceptance,
the 1988 agreement stands as one of the most success-
ful financial standards. A central question is whether
Basel TI will become as popular a standard as Basel 1.
In turn, this will depend on whether the countries
in the region find the new standard appropriate and
whether market or peer pressure encourages countries
to adopt it.

Moreover, Basel II contains many alternatives,
including the standardized approach and the more ad-
vanced internal rating-based (IRB) approaches. A sec-
ondary but important question is then, if Basel 1I is to
be adopted, how should countries in the region imple-
ment it? To date the official sector has published little
guidance, and there appears to be an urgent need for
navigational aids (see Powell 2004). This chapter sug-
gests that Latin America and the Caribbean largely falls
between the standardized approach, which may yield
litde in linking regulatory capital to risk, and the IRB
approaches, which appear complex. Hence, an inter-
mediate approach is suggested, perhaps as a transition
measure, the centralized rating-based (CRB) approach
(see Powell 2004). Furthermore, although Basel II has
been written with internationally active banks in mind,
it pays surprisingly little attention to a set of impor-
tant cross-border issues. Given the importance of for-
eign banks in Latin America and the Caribbean, their
regulation by the home and host supervisors and the

coordination of their supervision are key issues facing
banking regulators.?

RELEVANT ASPECTS FOR
LATIN AMERICA AND THE CARIBBEAN

There are many general descriptions of Basel II, includ-
ing those available on the www.bis.org website. This
chapter focuses on the aspects of Basel II that are par-
ticularly relevant for Latin America and the Caribbean.
The new accord consists of three pillars: Pillar 1, Regu-
latory Requirements; Pillar 2, Supervisory Review; and
Pillar 3, Market Discipline. After some brief words on
Pillars 2 and 3, the chapter focuses largely on Pillar 1.

Pillar 2 echoes much of what was discussed in
Chapter 6 on banking regulation and supervision. It
suffices to say that countries complying fully with the
Basel Core Principles for Effective Banking Supervi-
sion (BCP) would mostly comply with Basel II, Pillar
2. Unfortunately, the region has not done well when it
comes to BCP compliance, especially on issues regard-
ing supervisory independence and powers, remedial ac-
tions, and analysis of other risks. The countries would
then have to become much more fully compliant with
the BCP to implement Basel 11, Pillar 2.

Although it is entitled Market Discipline, Pillar 3
focuses more on the disclosure of a bank’s capital re-
quirements according to various breakdowns and the
actual amount of bank capital. Given the pattern of
BCP compliance, the results from studies reviewed in
Chapter 6 regarding the ineffectiveness of many indi-
cators of strong supervision in reducing the probability

1 Also relevant is the recent decision of the United States to keep
the vast majority of U.S. banks on Basel I, to make Basel II's ad-
vanced approaches obligatory for fewer than 20 top banks, and
perhaps to allow only a handful of others to adopt Basel Il—and if
so only the advanced approaches.

2 See the recent Basel Committee for Banking Supervision’s high-
level principles regarding cross-border issues, BIS (2003), available
at www.bis.org.
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of a banking crisis, and indicators of moral hazard that
increase that probability, there is a need for measures to
enhance private market discipline. The question per-
haps is whether Pillar 3 goes far enough. Chapter 8,
which focuses on market discipline, provides a discus-
sion of the types of policies that might be employed in
the region.

The main motivation for Pillar 1 is that capital re-
quirements are not adequately linked to risk-taking un-
der Basel I.? This is particularly true in Latin America
and the Caribbean, where in many countries risk is de-
fined by accruals rather than by forward-looking crite-
ria. Under such a definition, a loan is only perceived as
risky when the loss is already realized and banks start to
build up capital to buffer such a loss, when it is too late.
One of the main problems is that this causes banks to
behave procyclically, generating high volatility in credit
markets. To avoid these types of pitfalls, Pillar I of Ba-
sel IT proposes several alternatives to attaching capital
requirements to asset risks.

In terms of underlying credit risk evaluation, the
alternatives include the following: (i) the standardized
simplified approach, (ii) the standardized approach,
(iii) the foundation internal rating—based (F-IRB) ap-
proach, and (iv) the advanced internal rating-based (A-
IRB) approach. Each general approach to underlying
credit risk evaluation involves choices regarding credit
risk mitigation techniques, securitization risk, and op-
erations risk. Countries have to decide whether to stay
with Basel I or, if they move to Basel II, which of the
many alternatives on offer should be adopted. Table
16.1 organizes the many choices under Basel II in a
four-by-four matrix.

Arguably, the most relevant options for developing
countries are the standardized approach and the simpli-
fied standardized approach.* The latter is the closest
cousin to Basel I and may be understood as a collec-
tion of the simpler approaches within the standardized
approach across the columns in Table 16.1. Under the
simplified standardized approach, the only way in which
bank capital requirements become more sensitive to risk
is through the use of official export credit agency coun-
try ratings published on the Organisation for Econom-
ic Co-operation and Development website.” Although
this may also feed into bank ratings for use in interbank
lending (under this approach banks would be rated one
rating “bucket” or group worse than the sovereign), it
would not yield capital requirements more sensitive to
risk for nonbank corporate clients. Hence, it would re-
sult in a flat minimum capital charge for corporate bor-
rowers of 8 percent in a similar vein to Basel L

Moreover, because there is little risk differentia-

tion for corporate borrowers, there are also only mini-
mal changes for credit risk mitigation techniques and
securitization risk. In relation to securitization risk,
standardized simplified approach banks can only invest;
they cannot originate, which may be a significant re-
striction for a country wishing to develop local capi-
tal markets. A difference relative to Basel I, however, is
the introduction of a specific capital charge for opera-
tional risk. As there is no reduction in capital charges
for loans to higher-rated corporate borrowers, this will
essentially be an add-on to capital required for credit
risk. The simplified standardized approach is relatively
easy to monitor, with the extra supervisory task related
to operational risk resulting in higher overall capital re-
quirements relative to Basel I, but its implementation
would result in little gain in terms of relating bank capi-
tal requirements to risk.

The standardized approach also allows for the use
of external ratings by private rating agencies to fix capi-
tal requirements. Table 16.2 illustrates how the system
works. Thus, a corporate borrower with a rating from a
recognized credit rating agency may have a lower capi-
tal charge than the current minimum of 8 percent if the
rating is a reasonably good one (better than or equal to
A-), or a higher charge (up to 12 percent) for poorer
ratings. Interestingly, if the corporate borrower is non-
rated, it will continue to have an 8 percent charge, so
there may be a disincentive for a corporate borrower to
be rated if the rating is likely to be a poor one.

The use of external ratings is a simple way to re-
late bank capital requirements to risk for rated corpo-
rate borrowers and is thus easy to monitor. The main
drawback of this approach for Latin America and the
Caribbean is the low penetration of rating agencies in
the region. The majority of bank portfolios are current-
ly unrated, and hence this approach may also do little to
link bank capital to risk. An argument might be made
that the increased use of external ratings should set in
motion incentives for corporate borrowers to become
rated. Here the danger is that, unless such ratings are
carefully monitored by the private sector or otherwise,
there may be a race to the bottom in terms of the qual-
ity of the ratings. And, as pointed out, there is little in-
centive for a corporate borrower to be rated if it knows
that the rating may be a poor one.

3 Rojas-Sudrez (2001) provides a detailed analysis of the weakness
of Basel 1 in this aspect, especially in emerging market economies.

4 The simplified standardized approach is in effect a collection of
the simplest (Pillar 1) alternatives of the standardized approach.

* www.oecd.org.
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The standardized approach also includes a set of
specific changes in the Capital Accord that in particu-
lar affects the capital requirements on mortgages, re-
tail exposures, lending to the sovereign in local and
foreign currency, and lending to other financial insti-
tutions. On the first three, the standardized approach
introduces lower charges for credit risk. For example,
the minimum capital charge on a residential mortgage
will fall from 50 percent of 8 percent to 35 percent of
8 percent; that is, the risk weight is reduced from 50
percent to 35 percent. In relation to lending to the
sovereign, there is now an explicit discussion that al-
lows, as a “preferential treatment,” a zero-risk weight
(zero capital charge) for lending to a bank’s own sov-
ereign if that lending is funded and denominated in
local currency.

It is understood that the local currency of Italy is
the euro and that of Panama and Ecuador would be the
dollar. However, if lending is in foreign currency, then
the loan should have the relevant capital charge depend-
ing on the rating of the sovereign. If the preferential
risk weight is applied to the sovereign, then there is also
a reduction in the capital charge of lending to another
bank relative to the capital charge that would otherwise
result. In particular, if the loan has a maturity of fewer
than 3 months and is lent and funded in local currency,
then the rating of the bank can be increased by one rat-
ing bucket from the bank’s actual rating. However, the
rules on interbank lending are likely to lead to signifi-
cantly higher charges than those in Basel I, which al-
lowed a 20 percent risk weight if the loan was for fewer
than 6 months.
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These special rules are all subject to national dis-
cretion, and hence it is left as an open question whether
each jurisdiction wishes to apply them to fix minimum
capital requirements. In the case of Latin America and
the Caribbean, it is doubtful that a reduction in capi-
tal charges is warranted on risk grounds for mortgages
(given poor creditor rights and ineffective legal sys-
tems), retail credit (given the importance of systemic
risk), or lending to the sovereign (given the experience
reviewed in Chapter 6). On lending to other financial
institutions, the case is perhaps more mixed. However,
it is fair to point out that there has been a startling lack
of empirical work in developing countries in attempt-
ing to estimate the appropriate relative risks of various
types of loans.

The final two approaches are labeled F-IRB and
A-TRB. The main difference reladve to the standard-
ized approach is that under these approaches, the banks
rate their clients, and these internal ratings are used to
set capital requirements. In fact, the bank must first de-
velop a rating system with a specific minimum number
of rating buckets. It must then map each rating bucket
to a probability of default. Under the F-IRB, these de-
fault probabilities are then fed into a published formula
and, together with a set of other parameters determined
by the supervisor, a capital requirement is thus calcu-
lated. In the case of A-IRB, the bank determines some
of the other parameters by the supervisor established
under F-IRB. For example, under A-IRB, banks may
determine the loss given default, the exposure at de-
fault, and the loan maturity.

For a bank with a portfolio of loans, the formu-
la that is applied to each individual loan in turn ap-

proximates the so-called value at risk of the portfolio.
The formula thus has embedded in it an estimate of
the structure of correlations of default probabilities be-
tween the individual loans.b The formula is discussed in
Box 16.1. The value at risk is defined as the maximum
loss subject to a particular probability. In other words,
a 99.9 percent value at risk is the maximum loss that
would be expected once in 1,000 repetitions. If banks’
capital covered the 99.9 percent value at risk, and the
horizon was 12 months, then the bank would be ex-
pected to use up its capital one year in a thousand years,
or one bank in a thousand such banks would exhaust its
capital.

There has been wide discussion regarding the
technicalides of the IRB approach, and even regulators
have appeared to disagree among themselves as well as
in discussions with the private sector.” A recently an-
nounced change that is especially relevant for Latin
America and the Caribbean has to do with the relation
between capital and provisions. Indeed, most econo-
mists would agree that the sum of bank provisions and
capital should add to value at risk, and not just capital.
Modern theory has it that provisions should reflect ex-
pected loss (the mean of the probability of loss distribu-
tion), and capital should reflect the difference between
the expected loss and the value at risk (known as the
unexpected loss). However, in the Basel IT proposals,

6 The formula is an estimate of a single factor portfolio model
of credit risk in which each individual exposure’s risk is modeled
along the lines of Merton’s classic model of corporate default risk.
See Merton (1974) and Gordy (1998) for details.

7 A wide selection of comments is available on www.bis.org.
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the formula for capital is calibrated to cover the whole
value at risk. This conservative position seems reason-
able because there is no international standard as yet
on provisions and hence no guarantees that a country’s
provisions actually reflect expected loss. However, in
countries where provisions are equal to or exceed ex-
pected loss, there is a possibility of double counting.
Indeed, in Latun America and the Caribbean provisions
tend to be high. This may be related to the fact that
regulators frequently have more freedom to set provi-
sions than capital, which is frequently fixed by law. In
the final version of Basel II, banks will be able to deduct
appropriate provisions from value at risk to calculate
the Basel II IRB capital charge, which will minimize
problems of double counting.

However, there remains a significant issue for the
region regarding the overall calibration of the IRB ap-
proach. To date it has been calibrated such that it ap-
proximates a 99.9 percent value at risk for a typical G10
corporate loan book. This calibration may not be appro-
priate for Latin America and the Caribbean. Balzarotti,
Falkenheim, and Powell (2002) and Balzarotti, Castro,
and Powell (2003), working with pre-crisis Argentine
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data, suggest that recalibraton may be required, and
the second paper suggests a simple technique to do so.
The tentative conclusion of Majnoni, Miller, and Pow-
ell (2004) on data from Argentina, Brazil, and Mexico
also suggests that the value at risk of banks in the re-
gion may call for greater capital than the Basel formula.
However, there is surely much more work to be done
in estimating credit portfolio risk for banks in Latin
America and the Caribbean.

The IRB approaches imply a dramatic change in
bank risk management and supervisory tasks. Banks
must develop their own rating methodology and a
technique to map those rating buckets to default prob-
abilities. The IRB documentation stipulates that banks
must have a significant time-series history of internal
ratings and their performance over time to “back test”
the methodology to ensure that it is working effectively
and that the stated defaults are good estimates of the
actual outcomes. Although it might be argued that in
developed countries this change in regulation brings
regulation closer to the practice in (some) large and
more sophisticated institutions, in developing countries
banks lag behind in terms of their risk management so-
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phistication and systems. It will require a huge effort
on the part of most banks in Latin America and the Ca-
ribbean to comply with these recommendations, and a
huge effort on the part of supervisors to monitor them
effectively.

However, as Table 16.1 indicates, Basel IT, Pillar 1,

includes more than simply changes in the underly-
ing credit risk assessment. Indeed, Basel II introduces
several advances over Basel I in terms of credit risk
mitigation techniques, securitization risks, and the
new charge for operational risk. In terms of credit risk
mitigation techniques, a simple approach uses the ex-
ternal credit ratings of securities or other instruments
provided as collateral to reduce the capital charge of
a standard loan. This is especially important for repo
markets and other markets where rated securities are
used as collateral. A more complex, comprehensive
approach would take into consideration the type of se-
curity and its statistical price behavior, including its
volatility, in finer calculations for the determination
of the capital charge. In terms of securitization risk,
Basel II also makes advances relative to Basel I for
banks investing in securities and those issuing securi-
ties but retaining some risks on their balance sheets.
These changes are important for countries that have
significant capital markets or wish to develop them.
Ensuring that banks have appropriate incentives to se-
curitize assets on their balance sheets may be an im-
portant element in the development of capital markets
in the typically bank-dominated financial systems of
developing countries.

Finally, this is the first time that the Basel Com-
mittee has recommended a specific capital charge for
the operational risk charge, which is an important ele-
ment of bank risk. Previously, it was understood that
some unspecified part of the overall 8 percent charge for
credit risk covered operational risk. For the distribution
of ratings found in a typical G10 country, and given the
potential reductions in capital charges for mortgages
and small and medium-size enterprises, the calibration
of the standardized approach plus the addition of the
operational risk charge should net out. In other words,
the additional capital charge for operational risk should
roughly equal the reduction in capital for credit risk
given that most companies in a G10 country will have
ratings that imply a reduced capital charge. However,
for the case of a developing country with a much lower
rating penetration and possibly a worse distribution of
ratings (that is, more lower ratings), this will not be the
case, and the standardized approach is likely to imply
higher capital requirements.

The basic indicator approach to setting the opera-

tional risk capital charge is that it will be 15 percent of
a bank’s gross income. The standardized approach sets
the charge equal to the sum of a bank’s gross income
across business lines, each multiplied by a different per-
centage. Banks adopting the IRB approaches are likely
to have also developed their own operatdonal risk mod-
els, and the final approach allows a supervisor to autho-
rize an appropriate model for the bank to estimate its
operational risk capital charge based on the bank’s his-
tory of losses. It is likely that the basic indicator and the
standardized approach to operational risk will be the
most relevant for the region.

The quantitative impact study conducted by the
Bank for International Settlements (BIS) appears to
indicate high and variable operational risk capital re-
quirements for banks from developing countries.® One
view is that banks in developing countries tend to have
higher gross income due to lower scale and higher costs
and risk than their G10 counterparts. A second view
is that those banks did not respond well to the study
questionnaire, especially to the definition of gross in-
come. Again, the appropriate calibration of the capi-
tal requirement for operational risk is an area that has
received scant attention to date in Latin America and
the Caribbean, so there is considerable uncertainty as
to whether the current calibration is appropriate.

IS BASEL II GOOD FOR LATIN AMERICA
AND THE CARIBBEAN?

The Basel Committee, the IMF, and the World Bank
have all suggested that developing countries will likely
need more time to implement Basel II than the 2006
deadline established for developed economies. More-~
over, the IMF and the World Bank have suggested that,
in terms of their ongoing Financial Sector Assessment
Program, implementation of Basel 1I will not be con-
sidered a requisite.’ Thus, it is an open question wheth-
er countries in the region should implement the new
accord or whether they should continue to consolidate
Basel I and improve BCP compliance with a view to
possibly moving to Basel II at some date in the future.
Given the large number of alternatives on offer, the

8 The Quantitative Impact Study 3 is available on www.bis.org.

° One view is that many developing country supervisors will not
wish to be seen as lagging behind this new “standard” and some
country authorities may be concerned that the market may punish
them for nonimplementation, even if the international financial
institutions do not.
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official sector has so far provided little guidance as to
which of the many options countries should choose. In
an attempt to fill in this void, Powell (2004) suggests
five country characteristics that might assist countries
in navigating the so-called sea of standards. These are
the following:

1. The degree of compliance with Basel Core
Principles (and Basel I1, Pillar 2)

2. The penetration of rating agencies and the op-
eration of the rating market in general

3. The current level of bank capital and the feasi-
bility of increases in bank capital ratios

4. The depth or strength of desire to develop do-
mestic capital markets

5. The availability of information and degree of
sophistication of banks and/or the supervisor in assess-
ing and monitoring loan loss provisioning.

Figure 16.1 shows how countries may wish to
choose among the various alternatives based on these
characteristics, and the following sections discuss them
in more detail.

Compliance with the Basel Core
Principles

The data reviewed in Chapter 6 on banking regulation
and the IMF and World Bank’s Financial Sector Assess-
ment Program illustrate that many countries (especially
developing countries) are far from fully compliant with
the Basel Core Principles for Effective Banking Super-
vision. On average, developing countries lag behind
their G10 counterparts (see World Bank 2002). Lack
of compliance is of particular concern in the follow-
ing areas: (i) effective consolidated supervision; (ii) su-
pervisory independence, resources, and authority; and
(iii) effective, prompt corrective action. If supervisors
lack resources and the basics of effective banking super-
vision, correcting this should be the first priovity, and more
complex rules on capital requivements (Basel 1 Pillar 1) mmay
well be counterproductive. Basel I also introduces a signif-
icant change in the level of consolidation required for
banking supervision—from the bank itself to its hold-
ing company. The many countries that do not comply
with more modest versions of consolidated supervision
remain far from the spirit of the Basel II proposals.
However, full BCP compliance is too strict a pre-
condition for moving to Basel II—after all, many G10
countries are not compliant with all the BCPs. In gen-
eral, a country should be BCP compliant to the degree
required to implement the appropriate alternative cho-
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sen within the Basel I framework. For example, if a
supervisor does not have the resources (including data,
information, technical competence, staffing, and man-
agement) to consider whether the calibration of the Ba-
sel IT IRB approach is appropriate for that country, or
to monitor effectively how banks would apply the IRB
methodology, then a simpler alternative should most
certainly be adopted.

The Credit Rating Industry

The second characteristic is the state of the ratings
market.!? For a country with no ratings market to speak
of, the standardized approach makes little sense. Such
a country should stick with Basel 1, adopt the simpli-
fied standardized approach, or, if it has reasonably high
compliance with the BCPs, consider an alternative ap-
proach (such as the CRB discussed later in this chapter)
as a potential precursor to Basel II’s IRB. For a coun-
try with an active ratings market, the standardized ap-
proach makes more sense.

The Feasibility of Increasing Capital
Requirements

For a country adopting the simplified standardized ap-
proach, or a country with a shallow market for ratings
adopting the standardized approach, Basel I would like-
ly imply a sharp increase in bank capital requirements.
This would especially be the case if the risk weight on
mortgages is not dropped to 35 percent, no extra ben-
efit is given to retail exposure, and tighter rules are em-
ployed on lending to the sovereign. The source of the
extra capital charge is operational risk. For a country
adopting IRB or the standardized approach with a deep
ratings market, the add-on for operational risk may be
offset by lower capital charges for higher-rated claims.
However, for a developing country adopting the stan-
dardized approach or standardized simplified approach,
this is unlikely to be the case. An increase in capital re-
quirements may not be bad, but a developing country
considering adopting Basel II should consider carefully
the current level of bank capital and the feasibility of
increasing it.

10 Felaban (2003) and CLAAF (2001) discuss the problems of
adoptng Basel II in countries with underdeveloped credit rating
agencies.
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FIGURE 16.1 Basel II Decision Tree

Depth of Capital Markets

Basel II includes significant enhancements for the cred-
it risk implications of securitization risk and credit risk
mitigation techniques. A country with a fairly inactive
ratings market may still benefit from the use of ratings
in these areas. For example, if a country has an active
market for securitized claims (which are growing in
importance in some countries), then those claims will
most likely be rated, and hence the Basel II standard-

ized approach regarding securitization risk might be
gainfully adopted. If a country wishes to develop capital
markets, then ensuring that banks have the right incen-
tives to securitize claims is important. Basel IT does a
much better job here than Basel 1.

A similar argument can be made for credit risk
mitigation techniques. Basel IT makes significant en-
hancements, so that if markets using securities as col-
lateral are important—or a country wishes to develop
them—moving to Basel II may be appropriate.



Assessing and Monitoring Loan Loss
Provisioning

The final characteristic suggested is the sophistication
of the supervisor and banks in terms of provisioning
rules, monitoring, and control. The spirit of Basel 1I is
to replace a set of ad hoc rules regarding capital require-
ments with a more robust estimate of credit risk reflect-
ing value at risk. Value at risk may be decomposed into
expected loss and unexpected loss subject to a statistical
tolerance value. According to current theory, provisions
should reflect expected loss, whereas capital should re-
flect unexpected loss (see Rojas-Sudrez 2001). For an
economist, the appropriate levels of provisioning and
capital for credit risk both come from the same prob-
ability distribution—they simply reflect different statis-
tics of that same distribution.

Considering this more general approach, a su-
pervisor that has advanced in terms of more forward-
looking provisioning rules has also advanced in terms
of considering finer risk-based capital rules. In several
countries in the region, supervisors have set up central-
ized databases to monitor the large debtors of the finan-
cial system and ensure that each lender knows the to-
tal debt outstanding of larger borrowers. In some cases
these databases have been expanded to cover most loans
in the financial system and they are used to monitor and
control provisioning requirements. Miller (2003b) re-
views the design and use of these databases (see Chapter
13). Although in most countries, such requirements are
not forward looking but reflect arrears, if such a data-
base is in place, the move to a more forward-looking
system for provisioning and capital is certainly more
feasible. For example, some countries have incorpo-
rated into these databases a bank rating that includes
not only backward-looking variables, but also cash-flow
type analyses.

The ability to assess and monitor loan loss provi-
sioning reflects the sophistication of the supervisor and
banks in terms of information on provisioning and loan
losses. A supervisor that has regularly tracked loan losses
across banks and developed monitoring tools—such as
transition probability matrices and simple credit scoring
techniques to monitor provisioning rules—is in a much
better position to implement Basel II's IRB approach
or the simpler CRB approach detailed below. Still, it
is likely that the IRB or CRB will be appropriate only
for the larger and more sophisticated banks. Indeed,
for a country with a highly concentrated banking sec-
tor, where a few large and sophisticated banks control a
large percentage of the sector, there are added benefits
in moving to IRB or CRB at least for those banks.
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Summing Up

The five characteristics may provide some navigational
aid for countries regarding the Basel standards. Coun-
tries that do not comply with many of the basic Ba-
sel Core Principles should probably stay with Basel I.
However, if it is desirable to increase bank capital re-
quirements, then Basel II's simplified standardized
approach should be considered if the extra burden of
supervising operational risk is feasible. Countries that
have only a shallow market for ratings will reap limited
benefits from the standardized approach and should be
advised that this will also lead to an increase in capital
requirements. They should either stick with the simpli-
fied standardized approach or, if they have developed
sufficient supervisory capacity, consider Basel II’s IRB
or the CRB. However, countries that have deeper capi-
tal markets or a strong desire to develop them should
reconsider the standardized approach for its enhance-
ments to securitization risk and credit risk mitigation
techniques. Finally, countries that have made advances
in terms of forward-looking provisioning rules and have
the information and systems to control banks’ provi-
sioning practices are better placed to consider IRB or
the simpler CRB approach.

THE CENTRALIZED RATING-BASED
(CRB) APPROACH AS A TRANSITION
TO BASEL 11 IRB

On the one hand, most countries in Latin America and
the Caribbean have shallow markets for ratings such
that the standardized approach yields little in terms of
linking banks’ capital with risk. On the other hand, the
drawbacks of Basel T (and in the simplified standard-
ized approach) are well known. The financial authori-
ties want to increase the link between capital and risk,
but many supervisors may feel that they are well away
from being able to implement and effectively monitor
the IRB approach, which gives greater autonomy to
regulated institutions.

Due to these considerations, perhaps as a tran-
sitional tool, a methodology might be considered in
which the supervisor dictates a rating scale and asks
banks to rate borrowers according to that centralized
scale.!! Each rating would then correspond to a prob-
ability of default and, combined with other loan infor-
mation, that rating would imply a capital charge. This
system would have the drawback that each bank would

" "This proposal is outlined in Powell (2004).
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be forced to use the same scale, which may not be the
particular scale most appropriate to the borrowers of
that bank. For example, a bank specialized in a particu-
lar type of lending or sector would not necessarily wish
to use the same scale as a more general bank or one
specialized in another business. The rating scale could
be devised to be appropriate for the larger institutions
in order to minimize costs for countries with a more
concentrated banking sector.!?

The benefit of this approach is that it makes it pos-
sible for the supervisor to monitor and control banks’
ratings and hence more effectively monitor and control
their capital sufficiency in relation to risk. In particular,
the supervisor would be able to easily monitor banks’
average ratings and ratings for the same borrower, type
of borrower, type of loan, and economic region. These
kinds of comparisons, combined with simple proce-
dures for spotting outliers and keeping track of the
banks’ ratings of their main borrowers, are extremely
valuable tools for a bank regulator. Naturally, for coun-
tries that had already developed a bank rating system
for the purposes of provisioning, this proposal would
build on those systems.

This methodology is not truly an IRB approach
because “internal” in IRB normally refers to the scale
and not just the rating. However, the type of minimum
criteria discussed in Basel II's IRB could serve as the
minimum criteria for this system, for example, in terms
of the number of rating buckets and the history of in-
formation. Moreover, Basel IT’s IRB curve could be used
to calculate the capital charge based on the centralized
ratings and a mapping of those ratings to default prob-
abilicies. The centralization of the rating scale provides
another advantage because the supervisor can use actual
loan data to check the mapping and calibration of the
curve bank-by-bank and systemwide.

Furthermore, there is a simple way for a country
to adopt a CRB approach and be fully compliant with
Basel II at the same time. In particular, a country could
adopt the standardized approach but still employ the
CRB approach to calculate the total value at risk (af-
ter all, Basel IT’s IRB approach is currently calibrated to
cover the whole value at risk). The difference between
the total CRB calculated value at risk and the capital
charge given by the standardized approach could be
used as an estimate of the forward-looking provisioning
requirement appropriate on a loan. Under the revisions
to the Basel II proposals currently underway, it is un-
derstood this would then allow a country to be fully Ba-
sel II compliant and link banks’ reserve policies closely
to risk using the simpler CRB approach.

Finally, the CRB approach could be used as a pre-

cursor to IRB. Once the CRB approach was working,
the supervisor could work with banks to approve their
rating scales and rating methodology by using the basic
CRB approach as a reference tool.

REGULATION OF FOREIGN BANKS
IN LATIN AMERICA AND THE CARIBBEAN

As noted in Chapter 10, foreign banks have become
particularly important for the region’s local banking
markets. Moreover, banking has become global and
not just international.!? Table 16.3 summarizes BIS re-
porting on bank activity around the globe.'* The fig-
ures indicate that BIS reporting banks had total claims
of US$14.7 trillion, of which US$1.4 trillion was lent
to developing countries and US$468 billion to Latin
America and the Caribbean. This implies that BIS re-
porting banks lend more to the region than any other
developing country region. Moreover, US$468 billion
is a significant fraction of the the US$595 billion that
makes up total domestic credit in Latin America and
the Caribbean. Hence, the regulatory treatment of
these banks is of critical importance to the region.

Of the US$468 billion, US$223 billion is inter-
national claims (cross-border claims or local lending in
foreign currency), and US$245 billion is local claims
(local lending of entities consolidated in BIS report-
ing banks in local currency). Unfortunately, there is no
breakdown of international claims into cross-border
versus local lending in foreign currency. However, it is
clear that the local lending component of foreign bank
activity in developing countries, and in Latin America
and the Caribbean in particular, has grown consider-
ably. Hence, how the local subsidiaries and branches
of BIS reporting banks are regulated is also of growing
importance.

The international claims consist of US$38 bil-
lion in lending to banks, US$45 billion in lending to
governments, and US$137 billion in lending to non-
bank private corporations. Although sovereign lending

12 A slightly more complex version could have a centralized port-
folio rating scale.

3 Internationalization refers to cross-border lending, whereas glo-
balization refers to banks setting up brick and mortar operations in
multiple countries. There was a marked increase in globalizadon

in the 1990s.

14 BIS reporting banks are those incorporated in countries that have
joined in the homogeneous reporting requirements stipulated by
the BIS, which are generally countries in the G10 and one or two
offshore centers. The figures refer to the end of September 2003.



remains important in internadonal claims, it is clear
that international banks are significant in lending to
the nonfinancial private sector. Assuming that the same
proportion of local claims goes to the nonfinancial pri-
vate sector as international claims (undoubtedly an un-
derestimate), then total lending to the nonfinancial pri-
vate sector would be about US$290 billion compared
with total domestic credit to the nonfinancial private
sector of US$334 billion.

Foreign banks play an important role in the re-
gion, and hence their regulation and behavior is of
critical importance. A debate revolves around whether
foreign banks provide stability in credit intermediation
or induce instability (Martinez Peria, Powell, and Vlad-
kova 2002; CLAAF 2002; Galindo, Micco, and Powell
2003). Furthermore, foreign banks raise a set of regula-
tory issues. This section considers two such issues: the
mode of entry and Basel II implementation.

Foreign Bank Authorization
and Mode of Entry

In general terms, foreign banks may enter local markets
through a controlling or 100 percent stake in a subsid-
iary, or through a branch operatdon. Table 16.4 illus-
trates the approaches countries have taken, with the
majority allowing both legal forms.

The selecton of mode of entry involves trade-offs.
For example, a branch would be first and foremost reg-
ulated within the context of the consolidated entity by
the home regulator, and a common view is that a branch
would tend to be backed to a greater degree by the main
office of an international bank. A subsidiary would be
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regulated by the local regulator as a bank (as well as
most likely by the home regulator under consolidated
supervision) and hence would require capital within the
host country and would come under the full monitor-
ing of the local authorities. However, some countries,
including Argentina, require that the branches of in-
ternational banks also have local capital as if they were
local banks. Although subsidiaries might be separate
legal entities on paper, in practice, if the institution is
run as an integrated global organization (rather than an
essentially autonomous organization that responds to
a majority shareholder), international courts might de-
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cide its head offices have greater responsibilities (see del
Negro and Kay 2002).

These issues are relevant when considering what
would happen in the unlikely event of a major prob-
lem in a local institution or an international bank. In
turn, this depends on the underlying bankruptcy code
of a country. If the local (host) code is one of single
entity resolution (such that an incorporated company is
liquidated as one entity in its location of incorporation),
then it would seem advisable that foreign banks enter
as subsidiaries such that local liabilities are backed by
local assets and capital. If the local bankruptcy code
were one of separate entity resolution, then if an inter-
national bank failed, the host country would expect
any local assets and local capital to be employed first
to pay local liabilities; net assets would then be trans-
ferred to the international entity even if the local entity
were a branch. Therefore, if branches provide greater
protection against other shocks, domestic liability hold-
ers might be better protected if foreign banks entered
as branches. However, if the country follows the prac-
tice of many developed countries in not asking for local
capital for branches, then arguably a subsidiary might
again be preferred. This said, however, it should also
be noted that inconsistencies remain across bankruptey
regimes in different countries. Given the globalization
of banks, the international financial system needs to re-
solve this concern.

Cross-Border Issues and Basel I1

Basel II does not change the basic premises on which
cross-border banking regulation has developed; cur-
rently local host regulators may apply a different regula-
tory standard than home supervisors and banks. Indeed,
banks may well be asked to satisfy the local regulations
at the level of subsidiary or branch and the regulations
of the home supervisor on a consolidated basis interna-
tionally.’’

As some countries will remain with Basel I, and
Basel 1I contains several alternadves, dual regulatory
treatment is likely to remain the normal state of affairs.
And because an international bank may operate in many
locations, the organization may have to comply with
multiple regulatory regimes. At the same time, there
is clearly an argument that calls for greater homogene-
ity of regulatory treaunent and reduction in regulatory
costs for both supervisors and banks.

The issue for a host regulator is that the risk of
the subsidiary is not necessarily the same as the risk of
the internatdonal bank. The risks might be treated in
the same way if the international bank gave a compre-

hensive and transparent guarantee to the subsidiary, but
this would not normally be the case. If there is no trans-
parent and comprehensive guarantee, and if the subsid-
iary is large for the host country, then it is more likely
that the local regulator will insist on rules that (i) ensure
adequate protection to the local financial system and
(i) are designed so that the local regulator can under-
stand, monitor, and enforce them.

At the same time, an overriding objective of Ba-
sel II should be to use the cross-border supervisory is-
sues as a springboard for supervisory cooperation and,
where possible, for knowledge transfer in order to en-
hance BCP compliance across the globe. Indeed, great-
er cooperation and knowledge transfer are likely to lead
to faster regulatory homogeneity. For example, a simple
idea is that whenever an onsite inspection is made of an
international bank in a developing country, the host su-
pervisor should have the option of sending its own staff
to accompany the inspection. However, there are surely
other modes of cooperation that could be developed
and formalized to enhance knowledge transfer.

Many of the international banks operating in Lat-
in America and the Caribbean are likely to adopt the
IRB approach on a global consolidated basis. Perhaps
of particular interest is the case where an international
bank adopts IRB, and the local subsidiary, due to local
regulations, must apply either Basel I or Basel I’s stan-
dardized approach.

In the interests of regulatory efficiency, and espe-
cially if the subsidiary is not too large compared with
the international bank, there must be a good case for
the home supervisor to simply allow the internation-
al bank to use the standardized approach—at the very
least for local claims in local currency—-to calculate the
consolidated capital charge. Although this would raise
some issues of consolidation, it might reduce regula-
tory costs without much loss in terms of linking capital
to risk.'s

In some cases, particularly for the more sophisti-
cated emerging economies, the host may allow an IRB

15 As noted by Felaban (2003), the fact that banks may be subject
to different regulatory frameworks might generate undesirable ef-
fects due to regulatory arbitrage. If, in the same country, similar
banks are subject to different regulations, it is likely that some dis-
tortions would arise. For example, there would be some risk that
the best corporate debtors might move to the banks that adopt
the IRB, given that under the new approach these would require
lower capital.

16 An important aspect of the use of the standardized approach is
the question of which ratings should be used. Local regulators will
no doubt employ the local currency ratings for domestic corpo-
rations. In this proposal, the home supervisor should also accept
these ratings, especially for local currency instruments.



approach for the subsidiaries of foreign banks. How-
ever, this does not necessarily mean that the regula-
tory treatment would be the same in the home and
host countries. Indeed, it seems unlikely that the IRB
curve would be calibrated correctly for Latin American
and Caribbean risks (see Balzarotti, Castro, and Pow-
ell (2003) on Argentina). Several of the supervisory pa-
rameters for the foundation IRB approach may need to
be reconsidered—such as loss given default and expo-
sure at default. Basel 11 is understood to be a minimum;
many countries have implemented Basel I with stricter
requirements, so this type of recalibration for Basel 11
should be noncontroversial.

In the interests of regulatory efficiency, the home
supervisor might use the regulatory capital estimate
of the host supervisor in calculating the total capital
charge of the bank. Pillar 3 (on market discipline) uses
the concept of materiality to suggest the disclosures a
bank should make regarding capital and capital require-
ments, by subsidiary and type of risk. If the home su-
pervisor allows the bank to use the local regulagons to-
ward its home capital requirement, then under Pillar 3
and the local regulator’s rules, the bank would have to
disclose the requirement and its actual level of capital.

However, in the case where the home supervisor
does not allow the bank to use its local capital require-
ment for the purposes of the home supervisor, if the
bank is large for the host, then the bank should be asked
to reveal the capital requirement of the subsidiary and
the capital according to the rules of the home supervi-
sor. In other words, in the case of a subsidiary in a de-
veloping country, what is material should be decided by
the host regulator and not by the home regulator.

This argument is reinforced by the fact that
most foreign banks have entered developing countries
through the purchase of domestic institutions and not
through start-ups. In turn this implies that valuable in-
formation has been lost. Typically the domestic institu-
tion would have been quoted on the local stock mar-
ket and would have other fixed liabilities outstanding,
such as bonds. Foreign purchase is typically associated
with stock market delisting and, depending on the bank
and its internal organization and funding strategy, local
debt instruments may cease to be issued or be issued in
much smaller quantities. This implies that, in terms of
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the potential for risk assessment, the transparent mar-
ket prices of equity and debt are replaced by a normally
nontransparent guarantee from the parent.

This reasoning begs the question whether apply-
ing Pillar 3 to the subsidiary in each host country, re-
gardless of whether it is material to the group, goes far
enough. Indeed, a complementary strategy would be to
ask the subsidiary to issue a specified quantity of sub-
ordinated debt locally. This would at least ensure that
there was some market and hence price discovery on
the risk of the subsidiary, and hence some market as-
sessment of the value of the parent’s guarantee.!”

CONCLUSIONS

This chapter has presented a brief discussion of the new
international agreement regarding minimum levels of
bank capital, Basel II, and its relevance for Latin Amer-
ica and the Caribbean. More than 100 countries world-
wide have adopted Basel I, and all countries in Latin
America and the Caribbean claim to calculate bank
capital requirements according to the Basel I method-
ology. It is therefore natural that serious consideration
will be paid to these new proposals. Moreover, the pro-
posals include many alternagves, so the question is not
only whether to implement Basel T, but if so, how. At
the same time, it is of interest that the IMF and World
Bank have indicated that Basel I will not be required as
part of the Financial Sector Assessment Program, and
the United States has stated that it will keep the major-
ity of U.S. banks on Basel 1.

Simpler (standardized) approaches may not give
much in terms of relating regulatory capital to risk,
while the more advanced (internal rating-based) ap-
proaches look complex and difficult to monitor, espe-
cially considering the pattern of compliance with the
Basel Core Principles as reviewed in Chapter 6. This
chapter has suggested an intermediate approach, which,
following Powell (2004), is labeled the centralized rat-
ing-based approach, as a potential transition measure.
The chapter has discussed a set of cross-border issues
that, surprisingly for an international agreement, re-
main largely unresolved.

17 See Calomiris and Powell (2002) for a review of Argentina’s ex-
perimental subordinated debt regulation.
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SEVENTEEN

Money Laundering:
What Do We Know?

HE term money laundering has several interpre-

tations, but there is broad agreement on the

key objective of money laundering: to make
possible the legitimate use of the proceeds of crime
while maintaining, to the extent possible, the value of
the acquired assets. Obviously, this cannot be done in
the open; it takes place through means to conceal and
disguise the actual origins of the assets. In short, money
laundering describes the process by which “dirty” mon-
ey is turned into “clean” money.!

Although money laundering attracts the most at-
tention when it is associated with trafficking in illicit
narcotics, and more recently with terrorist activities,
enterprising criminals of every sort—{rom stock cheat-
ers to corporate embezzlers to commodity smugglers—
launder money for two reasons. First, the money trail
itself can become evidence against the perpetrators of
the offence. Second, money per se can be the target of
investigation and action (United Nations 2000). Money
laundering may occur almost anywhere in the world, and
has become a significant global problem in the past few
years, with serious social and economic consequences.

HOW DOES MONEY LAUNDERING
WORK?

The process of money laundering is usually divided in
three stages: placement, layering, and integration.? Ac-
cording to Spremann (2001), the first and most difficult
step involves placing illegal funds in both financial and
nonfinancial systems. For example, in the case of the
former, this might be achieved through creating a se-
ries of small cash deposits, each of which is below the
minimum level for reporting under money laundering
regulations, or by purchasing a series of money orders
that are then collected and deposited into accounts in
another locatdon. Alternatively, the funds may be de-
posited in an account supported by an apparently le-
gitimate business transaction. Funds might be placed in
the nonfinancial system through real estate purchases

and related transactions. Whatever the method, the
aim is to place the funds in the economy in a way that
does not arouse suspicion and thus minimizes the risk
of detection. Clearly, money launderers who are bet-
ter at exploiting legitimate financial and nonfinancial
transactions are less likely to be exposed (Hampton
1999).

Once funds are in the financial system, layering
further conceals their origin or ownership, removing
them from identification with the launderer and hence
disguising any audit trail. This is achieved through a
series of normal business transactons in which the
funds may be converted into another form or placed in
another location. One of the easiest methods involves
electronic funds transfer in which funds can be swiftly
moved through a variety of bank accounts. It has been
pointed out that the development of online banking,
smart cards, and electronic cash has created additional
money laundering opportunities (Spremann 2001).

After completion of the first two phases, the funds
can no longer be connected or traced back to the crimi-
nal activity from which they were originally generat-
ed. Thus, the funds can be integrated in the economic/
financial system and appear to have been legally earned
by the money launderer. Integration can involve any
number of techniques, such as using shell companies to
lend the proceeds back to the owner, or through over-
invoicing or producing false invoices for cross-border
trade.

! Money laundering is not a modern phenomenon. In his book
Lord of the Rim, historian Sterling Seagrave describes how mer-
chants in China concealed their wealth more than 3,000 years ago,
moving cash outside the jurisdiction, trading at inflated prices, and
converting money into movable assets to avoid banishment. Al-
though the mechanisms and reasons have changed, all these tech-
niques are still used by money launderers.

? However, a simple characterization of the money laundering pro-
cess is difficult because some may consider a specific action as part
of the integradon step, and others might include it in the place-
ment or layering step.

241




242

WHAT ARE THE ECONOMIC
IMPLICATIONS?

Given the clandestine nature of money laundering, it
is difficult to assess the size of its economic repercus-
sions. Some estimates calculate that money laundering
accounts for between 2 and 5 percent of global gross
domestic product (GDP), which amounts to about 1.5
to 2.0 trillion dollars a year (IMF 2001a). Using a simi-
lar methodology for Latin America, a rough estimate
of money laundering in the region appears to be some-
where between 2.5 and 6.3 percent of annual regional
GDP. The methods typically employed to calculate the
effects of money laundering on GDP include measur-
ing the following:

® The discrepancy between income and expen-
diture measures of GDP reported in national accounts
statistics, assuming that expenditures are reasonably
well reported but that elements of income are con-
cealed or underreported

® The discrepancy between the official and ac-
tual labor force, assuming that a decline in participation
in the official market may reflect increasing activity in
the underground economy

® The discrepancy between official GDP and to-
tal nominal GDP (transactions approach), assuming a
constant relationship over time between the volume of
transactions and official GDP (Fisher’s quantity equa-
tion)

® The discrepancy between actual or excess de-
mand for money and the demand for money that can be
explained by conventional or normal factors (currency
demand approach), assuming that cash is the primary
means of payment used to settle transactions in the un-
derground economy

® The discrepancy between actual and official
GDP estimated on the basis of electricity consump-
tion, assuming that economic activity and electricity
consumption move together, with an electricity/GDP
elasticity close to one.

It is widely acknowledged that money laundering
has four main implications. The first is economic distor-
tion. On average, money launderers do not care about
profit generation from their investments. They are only
interested in protecting their proceeds and disguising
their illicit origin. Hence, money launderers may place
funds in inefficient activides, and high opportunity
costs may impair economic growth.’ Laundered funds
may harm private sector development because the in-
vestment decisions do not follow common commercial

considerations, but just mingle the proceeds of illicit
activity with legitimate funds. Money launderers usu-
ally offer products at prices below manufacturing cost,
making it difficult for legitimate activities to compete,
crowding out the private sector by criminal organiza-
tions, and resulting in negative macroeconomic effects
in the long term. In addition, monetary instability can
cause irremediable misallocation of resources by dis-
torting asset and commodity prices. Furthermore, mon-
ey laundering can cause inexplicable changes in money
demand and greater volatility in international capital
flows, interest rates, and exchange rates due to unan-
ticipated cross-border asset transfers. In short, money
laundering may result in instability, loss of control, and
economic distortion, making it difficult for the authori-
ties to implement economic policy (USAID 2003).

Second, money laundering has important implica-
tions for financial integrity and reputation risk. Liquid-
ity problems and runs on banks may occur when large
sums of laundered money arrive at a financial institu-
tion or suddenly disappear. Market factors do not drive
these movements. In fact, money laundering activities
may cause bank failures and financial crises. Money
laundering may also tarnish the reputation of financial
institutions. Once a bank’s reputation is tarnished, the
effect may go beyond the sector, affecting professionals,
such as accountants and lawyers. This negative reputa-
tion may diminish licit opportunities and attract crimi-
nal activides, resulting in negative effects for economic
development of the affected country in the global econ-
omy (Bartlett 2002; Bair 2003).

Third, money laundering affects government re-
sources. Although money laundering and tax evasion are
closely related, the processes differ. Tax evasion implies
hiding the existence of legal earnings; money launder-
ing does exactly the opposite. In fact, money launderers
tend to overreport the earnings of their licit businesses
in order to mix both legal and illegal profits, although
doing so brings a higher tax burden. Money laundering
makes tax collection more difficult for the government
and diminishes revenue because related transactions fre-
quently take place in the underground economy, which
ultimately harms honest taxpayers.* It also may divert
public funds to the detriment of expenditure in other
significant areas (United Nations 1998; James 2002).

Fourth, money laundering has grave socioeconomic
repercussions. If left unabated, money laundering allows

# However, it would not be unusual for some money launderers to
have self-sustaining legitimate businesses.

* However, there is an incentive for money launderers to pay taxes
in order to legitimize their investments.



criminal activities to flourish, which leads to greater
social ills and increases the implicit and explicit costs
of enforcement. There is a clear-cut link between the
scale of money laundering and the level of corruption at
the domestic level (Castle 1999). Thus, an environment
that facilitates money laundering helps to expand cor-
ruption, which allows economic activity to shift from
formal to informal markets, and the socioeconomic un-
dertow of money laundering may even lead to increased
poverty. Given the evidence of increasing dirty money
flows to markets with poorer financial systems, which
are the most vulnerable to organized crime, the poten-
tial negative socioeconomic effects of money launder-
ing are multiplied in emerging markets (Dowers and
Palmreuther 2003; Drayton 2002).

HOW BAD IS THE PROBLEM
IN LATIN AMERICA?

If the problem of money laundering were greater in
emerging markets than in industrial ones, then the rela-
tive position of Latin America and the Caribbean would
be unfavorable compared with more economically ad-
vanced regions (Lambert 2001). Figure 17.1 provides a
comparison of the pervasiveness of money laundering
through bank and nonbank channels in Latin America
and the Caribbean and other regions.’ The data show
that money laundering is especially pervasive in Latin
America. Although itis not as high as in Asia and Africa,
it is considerably higher than in developed countries.
On a scale from 0 to 10, Latin America scores 5.46 for
bank channels and 6.57 for nonbank channels. Coun-
tries in the Organisation for Economic Co-operation
and Development have the lowest degree of money
laundering pervasiveness, as expected, with 3.41 for
bank and 4.31 for nonbank channels.

It is particularly worrisome that among the top
10 countries with the greatest pervasiveness of money
laundering via bank channels, six are in Latin Amer-
ica: Argentina (6.86), Colombia (6.57), Haiti (6.43),
Paraguay (6.43), Nicaragua (6.29), and Bolivia (6).5
The best-rated country in the Latin American region
is Chile (3.00), which ranks 67th of 80 countries, and
is tied with the Netherlands (World Economic Forum
2003). As shown in Figure 17.2, Chile’s score is not only
much lower than the regional average, but it is also low
compared with the second-best-placed Latin American
countries in the sample: Uruguay and El Salvador, both
of which score 4.29 and consequently rank 40th in the
sample.’

A similar pattern emerges in the case of money
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FIGURE 17.1 Pervasiveness of Money Laundering
{Index, 0-10)

Source: World Economic Forum (2003).

laundering through nonbank channels, although the
extent of money laundering through nonbank channels
is worse. Of the top 10 countries in this category, seven
are in Latin America: Colombia (8.0), Haid (7.86), Ar-
gentina (7.29), Paraguay (7.29), Nicaragua (7.14), Gua-
temala (7.14), and Bolivia (7.0).® Chile again performs
best, with a score of 4.0, followed by Uruguay, with
5.14. Figure 17.3 presents the Latin American coun-
tries in the sample.

Although conventional wisdom says the prevalence
of money laundering in Latin America may be linked to

5 The World Economic Forum (2003) collected the money laun-
dering data used in this chapter during 2002. It is based on a sim-
ple questionnaire that asked a large number of experts around the
world to rate the money laundering conditions in their respective
countries from 1 to 7, with 1 being the lowest possible score (ex-
tremely rare) and 7 the highest (pervasive). For the sake of clarity,
the data have been rescaled from 0 to 10. Because the data are sub-
jective, they may contain weaknesses and inaccuracies. However,
on average, they should help depict a good picture of this issue in
the region.

6 Furthermore, Ecuador, Guatemala, and Honduras (each with a
score of 6.0) take the next three spots. According to these data,
Argentina and Ukraine are tied with the greatest amount of money
laundering in the sample.

7 The data do not capture recent advances in some countries. For
example, El Salvador has made great strides, in particular in train-
ing judges.

8 Megxico (7.0) and Jamaica (7.0} are tied with Bolivia and thus are
also among the top 10.
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FIGURE 17.2 Pervasiveness of Money Laundering
through Banks
(Index, 0-10)

Source: World Economic Forum {2003).

trafficking drugs and financing terrorism (see Box 17.1),
those are outcome variables that may reflect structural
weaknesses in the region (Ehlers 1998; Ruehsen 2003;
Camdessus 1998). In fact, proximity to the United States
may be a crucial factor for extensive money laundering
in some countries, most notably Mexico. However, the
fact that Canada shares an even larger border with the
United States brings some additional thoughts to the
location argument. In addition, Canada is the most im-
portant commercial partner of the United States and
shares its Anglo Saxon culture and language.® In short,
in order to better understand why money laundering
appears to thrive in Latin America, the analysis needs
to zero in on its most likely determinants.®

WHAT ARE THE DETERMINANTS
OF MONEY LAUNDERING?

There is relatively little theoretical or empirical aca-
demic research on money laundering. What is available
tends to focus on specific issues of money laundering
processes and tends to provide little systematic analysis
of its determinants. Yet, some available research sheds
light on the possible determinants. Analysts have stud-
ied the relationships between money laundering and
financial development and financial soundness. Some
studies show interrelationships among money launder-

FIGURE 17.3 Pervasiveness of Money Laundering
through Nonbank Channels
(Index, 0-10)

Source: World Economic Forum (2003).

ing, tax evasion, and offshore financial centers. Such
studies seek to identify those aspects of anti-money
laundering and anti-tax evasion policies that could be
coordinated across various international regulatory
bodies. For example, Alworth and Masciandaro (2004)
consider the forms of enforcement in a framework of
imperfect information characterized by a multiplicity of
jurisdictions.

With respect to the importance of the underground
economy, some studies provide a framework for analyz-
ing the relationships among the underground sector,
money laundering, and the legal economy, consider-
ing both the financial and real sides (Masciandaro 2000;
Tanzi 1999; Levine 2003; Howlett 2001). By separating
legal and underground sectors, these studies show the
conditions under which a possible synergy can exist be-
tween general anti-crime policies and anti-money laun-
dering regulations. These policies and regulations may
have an expansive effect on legal income, depending on

® The score for money laundering through banks is 2.71 in both
the United States and Canada, and the score for money laundering
through nonbank channels is 3.29 in both countries (World Eco-
nomic Forum 2003).

19 An important caveat is that although money laundering may be
more prevalent in developing countries than in developed coun-
tries, most of the laundered money ends up in the latter, not the
former. In other words, the integration step takes place mostly in
developed countries.
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the effectiveness of the anti-money laundering regula-
tions. Furthermore, distinguishing between the legal
and criminal economy in the basic analytical framework
introduces a trade-off between increasing quantitative
national wealth and safeguarding the law. In short, such
analyses emphasize the illegal or informal economy as
a possible determinant of money laundering (Mascian-
daro 2000, 2002).

Some economic analyses of anti-money launder-
ing regulations introduce a positive and normative
analysis by placing particular emphasis on government
regulations and institutional quality issues (Mascian-
daro 1999). For example, work on the link between in-
come tax evasion and money laundering opportunities
focuses on the extent to which a criminal can determine
not only the amount of actual income to declare, but
also the amount of undeclared income to launder. Such
studies analyze the effects of laundering incentives on
evasion and derive guidelines for the optimal design
of a joint evasion/laundering deterrence policy (Yaniv
1999).

In short, the available studies identify at least five
crucial factors that help money laundering flourish.
These are a weak banking system, an underdeveloped
financial system, a large underground economy, poor
quality of government institutions, and low corporate
governance.!!

Soundness of the Banking System

Unsound banking systems are clearly exposed to mon-
ey laundering activities. When the banking sector is
not transparent, regulations are not well established,
and government monitoring is lax, the opportunities
to launder money flourish (Alworth and Masciandaro
2004). Figure 17.4 illustrates the powerful link be-
tween soundness of the financial system and money
laundering. The figure plots the simple correlaton be-
tween the two variables, controlling for the size of the
economy.!?

Development of Capital Markets

Typical instruments of money laundering are closely
related to more developed capital and financial markets.
This is the case of financial leasing, money transmission
services, administered means of payment, guarantees,
trading for own account or customer accounts in money
market instruments, foreign exchange, financial futures
and options, exchange and interest rate instruments,
transferable securities, derivatives, money brokering,
portfolio management, and several other instruments

FIGURE 17.4 Money Laundering and Soundness
of Banks

Source: World Economic Forum (2003).

(Council of Europe 1990). At the institutional level,
most institutions involved in money laundering tend
to be commercial banks, trust companies, savings and
loan associations, building and loan associations, sav-
ings banks, industrial banks, credit unions, other thrift
institutions, establishments authorized to do business
under domestic bank loans, brokers or dealers in secu-
rities, currency dealers or exchanges, and other institu-
tions subject to supervision by the government, banks,
or other financial institution authorities (QOAS 1991).

In principle, it is not obvious whether the devel-
opment of financial and capital markets would help or
hinder money laundering. On the one hand, greater fa-
cility for using checks, credit cards, and other noncash
instruments for effecting illegal financial transactions
makes it more difficult to detect money laundering.
Similarly, a greater degree of financial deregulation for
legitimate transactions makes it more difficult to trace
and neutralize criminal money. Progress toward the
financial services supermarket in which all manner of
financial services can be met in one integrated, multi-
divisional institution makes it more difficult to detect
money laundering.

11 The United Nations (2003b) has produced a paper that docu-
ments the “Ten Fundamental Laws of Money Laundering.” The
five determinants identified here summarize the United Nations’
10 measures.

12 The variable used to control for the size of the economy is the
log of average GDP in the 1990s. Soundness of banks is measured
from 0 to 10, with a higher score indicating a more sound bank-
ing system.



FIGURE 17.5 Money Laundering and Capital Markets

Source: World Economic Forum (2003); Levine (2003).

On the other hand, more developed capital and
financial markets will also have better mechanisms of
checks and balances that can help detect money laun-
dering processes. Figure 17.5 resolves this ambiva-
lence.!3 In fact, there appears to be a slightly positive
correlation between the development of capital markets
and the pervasiveness of money laundering. Further-
more, the actual correlation appears to be positive and
statistically significant, as shown in Appendix 17.1. Tak-
ing other factors into consideration, money laundering
is more pervasive in more developed financial systems.
These findings stress the importance of other issues
that are typically linked to financial development—such
as regulatory and monitoring measures—in the policy-
making process. Thus, the challenge is how to develop
a financial system that will benefit the economy without
also encouraging money laundering processes.

Size of the Underground Economy

It is especially difficult to detect money laundering
when illegal activides are deeply embedded in the legal
economy with little institutional and functional separa-
ton. Similarly, it is difficult to separate legal from il-
legal transactions when small and independent firms
or self-employed individuals dominate the business
structure of production and distribution of nonfinan-
cial goods and services. As Masciandaro (2000) implies,
money laundering is potentially more likely to thrive in
the context of an already diffuse sector that is difficult
to pinpoint (Figure 17.6).
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FIGURE 17.6 Money Laundering and Unofficial
Economy

Source: World Economic Forum {2003); Friedman and others {2000).

Quality of Government Institutions

The quality of institutions in a country is fundamental
for achieving sustained long-run growth rates. Efficient
law-making bodies, good bureaucracies, transparent in-
stitutions, and low government corruption are all con-
ducive to a better distribution of resources. The quality
of institutions is intimately linked with the quality of
the financial sector and, as such, is a particularly im-
portant channel by which policymakers may attempt to
minimize money laundering. In general, money laun-
dering can be more easily conducted in an environment
with weak institutions. By contrast, it is likely that poli-
cymakers can better stall money laundering when they
have not only a nominal effect, but also an actual effect
on how institutions work (Figure 17.7).14

Quality of Corporate Governance

Recent scandals in several industrial countries and ex-
tensive privatization processes in many developing
countries have helped policymakers to become much
more aware of the importance of corporate governance.
In the case of emerging markets, Chong and Lépez-de-
Silanes (2004) show that the absence of a good corpo-

3 The data on stock market total value traded to GDP are from
Levine (2003). Other financial development variables tested show
a similar pattern.

14 The variable “effectiveness of law-making bodies” is rated from

0 to 10, with a higher score denoting a more effective law-making
body (World Economic Forum 2003).
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FIGURE 17.7 Money Laundering and Effectiveness
of Law-Making Bodies

Source: World Economic Forum (2003).

rate governance framework increases the cost of capital,
which prevents privatized firms from undertaking the
investinents needed to operate in a more competitive
environment. Before privatization, corporations typi-
cally used government banks as a source of financing.
Yet most privatization programs turn the banking sector
over to private hands. If financing for privatized firms
is expected to come from privatized banks, or from
any other private credit institution, there is an urgent
need to make sure that corporate governance issues are
strengthened and streamlined (Chong and Lépez-de-
Silanes 2004).

Privatization without a commitment to improve
shareholder rights in corporate and securities laws
would probably lead to widespread abuse and appro-
priation of benefits, which would make money laun-
dering much easier.!’ Good corporate governance is
essential for preventing expropriation by controlling
investors and overall abuse. In fact, Figure 17.8 illus-
trates a negative relationship between money launder-
ing and the quality of corporate governance, using the
pervasiveness of insider trading as the corporate gover-
nance variable of interest.!s The figure shows the posi-
tive association between pervasive insider trading and
pervasive money laundering.!”

Summary

At least five critical factors are closely related to money
laundering: soundness of the banking system, develop-
ment of the financial sector, size of the informal sector,
quality of institutions, and quality of corporate gover-

FIGURE 17.8 Money Laundering and Pervasiveness
of Insider Trading

Source: World Economic Forum (2003).

nance. Some of these factors are clearly connected to
others. For instance, it is difficult to have a sound bank-
ing system in an underdeveloped financial system. Sim-
ilarly, the quality of government institutions is prob-
ably linked with the quality of corporate governance in
a country because both depend on legislation. Further-
more, the underground economy may also be connect-
ed to the quality of institutions.

Allin all, the findings appear to be quite suggestive.
Thus, a systematic investigation of the possible deter-
minants of money laundering processes would help in
providing a unified framework for analysis. This could
serve as a road map not only on what has been done, but
also on what should be done in the fight against money
laundering (U.S. Deparunent of State 2001).1#

15 In fact, the failure to institute appropriate securities laws and ef-
fective enforcement may be responsible for many of the scandals
that are now blamed on privatization in several countries, particu-
larly in some countries in Eastern Europe, where, according to data
from World Economic Forum (2003), money laundering appears
to be problematic.

16 Several other corporate governance indicators yield similar re-
sults (La Porta, Lopez-de-Silanes, and Shleifer 2000).

17 The variable “pervasiveness of insider trading” is rated from 0
to 10, with a higher score denoting more pervasive insider trading
(World Economic Forum 2003).

18 Although the variables may be related to each other, the for-
mal econometric exercise presented in Appendix 17.1 shows that
it is likely that each variable has an exclusive effect. Most of the
variables yield statistically significant relationships with respect to
money laundering processes. However, an unsolved issue has to do
with endogeneity because the direction of causality is not clear. In
addition, omitted variables may be a problem in that another un-
covered determinant may be driving the observed results.



WHAT ARE THE EFFORTS AGAINST
MONEY LAUNDERING?

The main body in the fight against money laundering
is the Financial Action Task Force (FATF), which the
Group of Seven set up at the 1989 Economic Summit
in Paris. FATF helped establish the minimum standards
in the 40 Recommendations on Money Laundering,
which were drawn up in 1990 and revised in 1996 and
2003. The following points summarize the recommen-
dations:

® Money laundering should be criminalized on
the basis of the United Natons Convention on Trans-
national Organized Crime (The Palermo Convention),
which requests countries to adopt measures similar to
those suggested in these conventions.

¢ Financial institutions should apply these rec-
ommendations by recording the identity of their cli-
ents. They should not keep anonymous accounts. They
should keep relevant records for at least five years in or-
der to assist possible criminal investigations. This may
also be applied in the case of casinos, real estate agents,
dealers in precious metals and precious stones, lawyers,
notaries, and other independent legal professionals.

® Financial institutions should pay special at-
tention to unusual or suspicious transactions that rise
above designated thresholds or involve high-profile
individuals. Similarly, institutions should report sus-
picious transactions to authorities in the case of pro-
ceeds related to criminal activity or terrorism finance
and develop compliance programs as necessary. In this
context, special vigilance should be taken with respect
to countries that do not adopt the FATF recommenda-
tions in full or in part.

¢ The authorities should ensure that institutions
have adequate money laundering prevention programs,
as well as international cooperation that can help pro-
vide mutual legal assistance. They should pay attention
to measures to detect or monitor cross-border trans-
portation of cash and bearer-negotiable instruments,
taking into account the proper use of information and
the freedom of movement of capital.

FATF has encouraged countries to create regional
organizations based on adopting the 40 Recommenda-
tions on Money Laundering. In Latin America and the
Caribbean, two groups of this kind have been estab-
lished—the Caribbean Financial Action Group and the
South American Financial Action Group (GAFISUD).
Although FATF is the main international body and the
40 Recommendations are the most significant stan-
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dards, FATTF works with these and other international
and regional initiatives that share the same objectives.
The key logic behind these efforts is that the only way
to combat money laundering is by means of global reg-
ulations, applying minimum standards in all jurisdic-
tions. In general, international organizations involved
in efforts to counter money laundering are concerned
with financial and supervisory matters, legal enforce-
ment, and criminal enforcement. Table 17.1 summariz-
es some key international efforts.

The International Monetary Fund (IMF), the
World Bank, and the Inter-American Development
Bank (IDB) have been helping countries in Latin Amer-
ica strengthen their financial supervision and regulation
and thus are contributing to the prevention of financial
sector crime and money laundering. In particular, there
has been increasing work on strengthening financial su-
pervision through the application of financial standards,
including the preparation of the Report on the Obser-
vance of Standards and Codes, which overlaps with the
financial and supervisory aspects of FATF’s 40 Recom-
mendations. In the region and elsewhere, mululateral
organizations have contributed in the fight against fi-
nancial sector abuse and money laundering in the fol-
lowing ways:

¢ Publicizing the need to put in place the neces-
sary economic, financial, and legal systems to protect
against money laundering

¢ Recognizing FATF’%s 40 Recommendations as a
standard for anti-money laundering for the operational
work of multlateral agencies

¢ Intensifying the focus on anti-money launder-
ing elements in the assessment of supervisory standards
and producing a detailed assessment that could be pub-
lished with FATF

® Working closely with major international anti-
money laundering groups

® Increasing the provision of technical assistance
in this area.

In particular, anti-money laundering issues related
to financial supervision and regulations are important
to the IMF’s core responsibilities because of its purpose
to promote macroeconormic stability and growth. The
World Bank, and to some extent the IDB, have helped
countries identify and address structural and institu-
tional weaknesses that may contribute to the lack of
market integrity and the potential for financial abuse.
There are three main areas in the fight against financial
abuse: anti-corruption, governance, and public finan-
cial management; strengthening financial systems; and
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market infrastructure and integrity. The World Bank
has recently focused its efforts on small developing
economies in Latin America and elsewhere that may be
especially susceptible to potential financial abuse IMF
and World Bank 2001b).

Two tools have shown dramatic potential in the
efforts against money laundering. The first is the Fi-
nancial Sector Assessment Program, which aims at

identifying financial vulnerabilities and development
needs. In fact, it reduces the opportunities for financial
crime through improved financial supervision and pre-
conditions for effective regulation and supervision. The
second tool is the Report on Observance of Standards
and Codes. It represents a collaborative effort between
the World Bank and the IMF in assessing progress in
implementing selected international standards and thus



has helped to publicize the advances of countries acting
to protect against financial abuse and money launder-
ing. Both institutions as well as the IDB have begun
close work with major international organizations and
anti-money laundering groups through technical coop-
eration and further information diffusion.!’

WHAT ARE SOME ADVANCES
IN THE REGION?

Thanks to the joint efforts of governments, multilat-
eral organizations, and other donors, several countries
in Latin America have been able to proceed with some
efforts in terms of financial legislation and regulation.
In fact, many countries in the region have already set
up comprehensive anti-money laundering systems that
meet most, if not all, of FATF’s 40 Recommendations.
Examples are Argentina, Brazil, Bolivia, Chile, Colom-
bia, Ecuador, Peru, Uruguay, and others. Countries
have introduced money laundering offenses in their
legislation to explicitly include the fight against illegal
economic profits related not only to financial activity,
but also to the commercial and service sectors. Several
countries now typify money laundering crimes as au-
tonomous, which means that there is no need to prove
any preceding crime. Furthermore, in many countries
in the region, money laundering constitutes a criminal
offense, with a list of related preceding or underlying
crimes that includes felonies. A notable feature is that
money laundering is punishable even when the preced-
ing underlying offense may have been perpetrated in a
foreign country.

The money laundering prevention system is based
on the participation of all ministries and public agencies
that have responsibilities over this issue.?® The system’s
instruments include confiscation or seizure, with the
possibility of expropriating, attaching, or garnishing
any products or instruments used or intended for use in
activities related to money laundering. Currently, pol-
icymakers are considering additional policies, such as
timeliness in adding fraud to the list of offenses preced-
ing money laundering, legal changes required to guar-
antee that obligated subjects will be released of liability
where they report suspicious transactions, issuance of
suspicious activity guides to be distributed among sub-
jects involved in the preventive system, and additional
training.

In some countries in the region, the banking sec-
tor has been one of the areas most affected by money
laundering. Policymakers have been considering some
additional tools in their fight against this problem,
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which has taken place mainly in offshore financial cen-
ters. For instance, some countries have or are seriously
considering laws to guarantee an efficient anti-money
laundering system that is consistent with international
standards. The standards apply to all financial institu-
tons, including money exchange offices and value mar-
kets. The system requires financial institutions and in-
termediaries to declare all cash transactions in domestic
and foreign currency that are over a certain threshold,
and provides for monitoring and detecting cross-border
transport of currencies.

Similarly, many countries have set up financial in-
vestigation units in order to collect information and is-
sue warnings from the prevention system. Their spe-
cialized, high-tech expertise has led to the development
of useful tools for the prevention and control of money
laundering. In some countries, authorities have been
considering the use of a formula to allow definition
of preceding offenses in relation to a category encom-
passing all serious crimes, the development of plans to
strengthen trust and cooperation across sectors, im-
provement in the information mechanisms of the anti-
money laundering system, consolidation of relevant
operating bodies, and close monitoring of factors that
increase the level of circulating cash. In many instances,
these are regulatory units that have unlimited access to
information from financial entities. In addition, they
may share information with international organizations
and may actively participate with other relevant insti-
tutions, such as the Egmont Group (see Table 17.1).
Overall, these units are responsible for defining the
policies against money laundering, together with the
superintendents of banks.

Finally, many countries have adopted the 1988 Vi-
enna Convention, the United Nations Convention for
the Suppression of the Financing of Terrorism (Unit-
ed Nations 1999), and the Organization of American
States convention on the same subject. Countries have
also signed significant regional agreements with the
United States, European countries, and countries in
the region.

Y For instance, the IDB is working with the Organization of Amer-
ican States through the Comisién Interamericana para el Control
del Abuso de Drogas, CICAD (Table 17.1).

%0 For exaruple, Uruguay’s agency includes the Deputy Secretary
to the President of the Republic, who chairs the National Drug
Board; the Money Laundering Training Center; the Ministry of
Economy and Finance and the Uruguayan Central Bank, which
cantrols the superintendent’s offices that supervise all sectors; the
Financial Analysis and Information Unit; the police under author-
ity of the Ministry of Home Affairs; and the Coast Guard Service
under the authority of the Ministry of Defense.
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WHAT ARE THE CHALLENGES
FOR LATIN AMERICA?

In the context of increased drug trafficking and terror-
ism finance, the concern about money laundering in the
region is high. This concern is not unfounded because
money laundering appears to be pervasive in the region,
atroughly between 2.5 and 6.3 percent of regional GDP.
Furthermore, since money laundering has increasingly
become a significant global problem, with serious eco-
nomic and social repercussions, international coopera-
tion has become a critical necessity in the fight against
it. National systems must be flexible enough to detect
and stop the process, and to cooperate with other coun-
tries in implementing countermeasures.

The region has embarked on international co-
operation as well as new or updated legislation to deal
directly with the money laundering problem. Many
countries in the region are complying with most if not
all of FATF’s 40 Recommendations; others are follow-
ing the necessary steps to comply with them. However,
desite the legislative advances in several Latin Ameri-
can countries, money laundering is an important threat,
especially because some countries are only partially
dealing with factors that are potentially linked to the
problem. Structural weaknesses in the region contrib-
ute to thriving money laundering activities, and as long

as countries do not overcome such weaknesses, purely
legislative measures may not suffice.

This chapter has proposed a straightforward but
challenging road map. Countries in the region should
consider working to achieve progress in five main areas
in the fight against money laundering: a sound bank-
ing system, greater development of the financial sys-
tem, improvement in the quality of institutions, good
corporate governance, and reduction in the size of the
underground economy.

Although specific legislative measures may aim
to improve the soundness of the banking system or
increase the development of the financial sector, they
should also deal with the issue that law-giving is not
equal to law-abiding. Monitoring and enforcement are
crucial, and training judges and improving the judicial
system in general appear extremely important. Rules
can potentially make the banking system stronger, but
underdeveloped institutions limit the potential for posi-
tive results. Similarly, some rules can develop the finan-
cial system in a way that increases the risk of atomizing
firms and forcing entrepreneurs to move to the unof-
ficial economy, with negative consequences for anti-
money laundering efforts. Success in the fight against
money laundering in the region and elsewhere requires
a comprehensive view of the full picture and an under-
standing of the pervasiveness of the problem.



APPENDIX 17.1. ECONOMETRIC
EVIDENCE OF THE DETERMINANTS
OF MONEY LAUNDERING

Appendix Table 17.1 defines the terms used in the
analysis. Appendix Table 17.2 presents the results from
regressing average money laundering, which includes
laundering through banks and nonbank channels, on
soundness of banks, effectiveness of law-making bodies
(a proxy for government institutions), pervasiveness of
insider trading (a proxy for quality of corporate gover-
nance), stock market total value traded to GDP (a proxy
for development of the financial system), and a2 measure
of the underground economy. The explanatory vari-
ables also include the log of per capita GDP and the
rate of growth of the economy.

The initial results for the determinants of money
laundering in Appendix Table 17.2 are from ordinary
least squares estimation. The results show that a sound
banking system and effective government institutions
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are negatively linked to the pervasiveness of money
laundering. The relation is strongly significant for the
effectiveness of law-making bodies, but insignificant for
the soundness of banks. Money laundering is positive-
ly and significantly related to pervasiveness of insider
trading and stock market total value traded to GDP.
The size of the unofficial economy is positively linked,
although it is statistically insignificant (this variable was
included in a separate specification because the number
of observations drops dramatically due to lack of data).
The models were reestimated for the same specifica-
tions using an ordered probit method, taking into ac-
count the ordered response of the dependent variable.
The main result is that countries with highly effective
law-making bodies have a lower probability of money
laundering. However, for countries with an elevated
level of stock market total value traded to GDP, the
probability of money laundering increases. For the sake
of completeness, the models were also estimated using
a Tobit method, which yielded similar results.
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Appendix Tables 17.3 and 17.4 present the results
from reesdmating the same empirical specifications
separately for the effects of money laundering through
banks (Appendix Table 17.3) and money laundering
through nonbank channels (Appendix Table 17.4). The
most important difference is related to the soundness

of banks; as expected, in most of the regressions, this
variable appears to be statistically significant for money
laundering through banks, but insignificant for money
laundering through nonbank channels. This may ex-
plain why in Appendix Table 17.2, which uses the aver-
age of both, this variable is not statistically significant.
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